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ABSTRACT

This paperaddressethe problemof negotiationin acomple orga-
nizationalcontext andtriesto bridgethegapbetweerself-interested
negotiationandcooperatie negotiation. An integrative negotiation
mechanisms introducedwhich enablesagentgo chooseary atti-
tude from the extremesof self-interestecaindcooperatre to those
thatarepartially self-intereste@ndpartially cooperatre. Thismech-
anismis basedn andalsoextendsthe motivationalqualities(MQ)
framawork for evaluatingwhichtaskanagenthouldpursueateach
time point. Experimentalwork verifies this mechanismand ex-
ploresthe questionwhetherit alwaysimprovesthe socialwelfare
to have anagentbe completelycooperatie.

Keywords
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1. INTRODUCTION

In Multi-Agent systemgMAS), agentsnegotiateover taskallo-
cation,resourceallocationandconflict resolutionproblems.Cate-
gorizedwith a large grain-size negotiationresearctfalls into two
generalclasses:cooperatie negotiation and competitve negotia-
tion. In competitive negotiation,agentsareself-interesteé@ndthey
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negotiateto maximizetheirown local utility; in cooperatie negoti-
ation,agentswork to find a solutionthatincreasesheir joint utility
— the sumof the utilities of all involved agents. In the competi-
tive negotiationclass,significantwork [8, 9] hasbeendonein the
areaof boundedationalself-interestecgentdBRSI). Saidagents
areself-interestedndsocialwelfareis not a concern- eachagent
worksto maximizeits own utility thoughcontracting biddingand
decommiting.In thecooperatie negotiationclass significantwork
hasbeendonein theareaof conflictresolutionthroughnegotiation
[2, 5, 11]. In thiswork, thereis no notionof individual agentutility
—agentsare“completely-cooperate” with eachotherandcooper
ateto solve problemstogether
Wefeelthatasthesophisticatiorof multi-agentsystemsncreases,

MAS will be neithersimple market systemsvhereeachagentis
purely self-interestedseekingmaximizeits local utility, nor dis-
tributedproblemsolving systemsvhereall agentsarecompletely-
cooperatre workingto maximizetheachieementof asetof global
goals. This will occurfor two reasons.Onereasonis thatagents
from different and separateorganizationalentitieswill come to-
getherto dynamicallyform virtual organization/teanfor solving
specificproblemsthat arerelevant to eachof their organizational
entities[7]. How theseagentswork in their teamwill oftendepen-
dentontheexistenceof bothlongtermandshort-ternrelationships
and on the confrontationalattitude of their underlying organiza-
tional entities.We alsofeelthatevenfor agentdrom self-interested
organizations,jt might be beneficialfor themto be partially co-
operatve whenthey arein the situationswherethey will have re-
peatedransactionsvith otheragentfrom otherorganizationaenti-
ties. Additionally, agentsmay beinvolved concurrentlywith more
thanonevirtual organizationsvhile doingtasksfor their own orga-
nizationalentity. Secondlywe feelthatevenagentswvorking solely
with agentsof their own organizationalentity, it still may be ad-
vantageoudor themto take varying attitudesin the spectrumof
fully cooperatie to totally self-interestedn orderfor theorganiza-
tion to bestachieve its overall goals.This perspectie is basedn a
bounded-rationadrgument:it is not possiblefrom a computational
norcommunicatiorperspectie for anagento befully cooperatie,
sinceagentsneedto take into accountthe utilities of all agentsn
the organizationandthe stateof achiezementof all organizational
goalsto befully cooperatie. Thus,it is our feelingthatit maybe
bestfor the organizationto have agentsbeingpartially cooperatre
in its local negotiationwith otheragentgatherthanbeingfully co-
operatve in orderto moreeffectively dealwith uncertaintyof not
having a completelyinformed and up-to-dateview of the stateof
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theentireagentorganization.

Multi-agentsystemwill thusconsistof large groupsof loosely
coupledagentghatwork togetheontasks.Therelationshipamong
agentswill dependbn their organizationatolesandmaybe of ary
type from purely self-interestedo totally cooperatie. This is the
complex organizationaproblemspacehe M @ [12, 13] framevork
is designedo represent.Note that this work pertainsto comple
agents. We assumethat Agents are autonomousheterogeneous,
persistentcomputingentitiesthathave the ability to choosewhich
tasksto performandwhento performthem. Agentsarealsora-
tionally boundedresourceboundedandhave limited knowledge
of otheragents. Agentscan perform taskslocally if they have
sufficient resourcesandthey may interactwith otheragents.The
agentswill have choicesaboutwith whomto collaborate how to
negotiate,whatto chagefor servicesetc. Further the negotiation
stratgyy will bedependenontherelationship@amongthenegotiat-
ing partiesandthe particularnegotiationissue.

We thereforefeel thatin a complex agentsociety an agentwill
needto work with otheragentsfrom a variety of differentorgani-
zationalpositions. For example,an agentfrom its own group,an
agentwho hasa higherpositionandthusmoreauthority anagent
from a cooperatie compam, or an agentfrom a competingcom-
pary andsoforth. Theagentsattitudetowardnegotiationis notjust
simply eithercompetingor cooperatie, the agentneeddo qualita-
tively reasorabouteachnegotiationsessione.g.,hown importantits
own outcomeis comparedo the otheragents’outcomessoit can
chooseanappropriatenegotiationstrateyy.

Figurel describeghis dualconcernmodel[6]. Whenthe agent
only attachedmportanceto its own outcome,its attitude toward
negotiationis competitize (self-interested)ivhenanagentattaches
the samedegreeof importanceo its own outcomeasit doesto the
outcomesof the otheragent,its attitudeis cooperatie; whenthe
agenfattachesnoreimportanceo theoutcome®f otheragentsand
no importanceto its own outcome,jts attitudeis accommodatie;
if the agentattacheso importanceto ary outcomesits attitudeis
avoidant (the negotiationis not worth its time and effort). From
this model,wefind thattherearepotentiallymary optionsbetween
the two extremesof self-interestedand cooperatie. Theseother
optionsdependntheimportancegheagentattacheso theincrease
of its own utility relative to theimportancet attachego the other
agents'utility increases.

In this paper we presentanintegratve mechanisnthatenables
anagentto qualitatvely managets attitudetowardseachnegotia-
tion sessionThis mechanisnis not purelyself-interestear purely
cooperatie, but supportsangef thesebehaiors sothattheagent

! As agentsareheterogeneoushey may be associatedvith differ-
ent corporateentities(privagy issues)andbecausdahe contectual
valuationof tasksis generallyan exponentialproblemwe do not
assumeagentsknow eachothers utility functions,plan libraries,
etc.

canreasorabouthow cooperatie it shouldbe. This mechanisnis
basedon the Motivational Quantities(MQ) framework [12, 13],
which is introducedin Section2. Section3 describegheintegra-
tive negotiation mechanism. Section4 usesexamplesto explain
theideas.Section5 present&xperimentakesultsthatexplore how
different nggotiation attitudesaffect the agents performanceand
thesocialwelfareof the overall system.Section6 discusseselated
work andSection?7 concludesandidentifiesfurtherwork.

2. MQ FRAMEW ORKS

In the M Q framework, it is assumedhatfor anagentto perform
a task, or to considera task, the task must producevalue for the
local agent. On the surface, this implies that the M@ modelis
only for controlling interactingself-interestecagents. This is not
thecase.Therestrictionis to guarante¢heability to compareasks
from aunified perspectie.

Considettheissueof taskvalue. Whenagentsareisolatedprob-
lem solving entities, task performanceproducesvalue that is en-
tirely of local benefit. In Multi-Agent systemsyvalue may be of
local benefitandof benefitto otheragentsncluding the agentso-
ciety asa whole. The extremesare also possible;tasksmay be
only of local benefitand tasksmay be only of benefitto agents
otherthanthelocal agent.This latter caseappeargroblematicfor
the assumptiorabove: all tasksproducelocal value This caseis
problematiconly on the surface. For the local agentto consider
performingsuchatask,it mustindeedhave value,however, in this
casethe valueis of a differenttype or classthanthe value of its
other candidatetasks. The task, for example, may be performed
to meetsomeorganizationaldirective, e.g., servicerequestsrom
agent 3, or to reducefavors owed to the agent,to accumulatea-
vorsfor futureusewith theagent,or becausa differentagentwith
whichthelocal agentholdscommongoalsrequestedt. In the M Q
framawork, all taskshave valueor a motivationfor performingthe
taskwherethevalueis determinedothby thevalueof thetaskand
by the importanceof the organizationalobjective with which the
taskis associatedandthe currentstateof goalachiezement).This
enableshe agentto compareand value tasksthat are associated
with differentorganizationaboals,or tasksthataredetrimentako
oneorganizationaboal while having positive benefitto a different
organizationafoal,or tasksassociateavith differentorganizations
entirely, ortasksmotivatedby self-interestedeasonso cooperatie
reasonsThe M @ framewvork quantifiesthesedifferentunderlying
motivationalfactorsandprovidesthemeando comparehemvia a
multi-attributedutility function. In the MQ framework:

e Eachagenthasa setof M Qs or motivationalquantitiesthat
it tracksandaccumulates.M @Qs represenprogresstoward
organizationaoals. M Qs areproducedand consumedy
taskperformancevheretheconsumptioror productionprop-
ertiesaredependenonthecontet. For example,two agents
interactingto achieve a sharedorganizationaboal may both
seeanincreasein the samelocal MQ levels asprogresss
made(thisis notazerosumgame) whereasagentsnteract-
ing to satisfydifferentgoalsmay eachobtaindifferenttypes
andquantitiesof M Qs from thesameinteraction.

e Not all agentshave the sameM @ set. However, for two
agentgto form a commitmentto a specificcourseof action,
they musthave at leastone M @Q in common(or have the
meandor formingan M @ dynamically).If they donothave
an M@ in common,they lack ary commongoalsor objec-
tivesandlackarny commonmediumof exchange (Proxyand
reducibility aresomevhataddressetih [12].)



e For each M Q); belongingto an agent,it hasa preference
functionor utility curve, Uy, , thatdescribedts preferencédor
a particularquantityof the M Q, i.e., VM Q;, 3Uy, () such
that Uy, (M Qi) — U; whereU; is the utility associated
with M Q; andis notdirectly interchangeablith U; unless
1 = j. Differentagentamay have differentpreferencesor
the sameM @;. Preferencein the framewvork are defined
by therelationbetweentaskperformanceandorganizational
goalsor directives.

e An agents overall utility at arny given momentin time is a
functionof its differentutilities: Uy gent = y(Us, Uj, Ug, ..).
We male no assumptiongboutthe propertiesof (), only
thatit enablesagentsto determinepreferenceor dominance
betweertwo differentagentstateswith respecto M Qs.

MQ Tasksareabstraction®f the primitive actionsthatthe agent
may carryout. M@ tasks:

e May have deadlinesdeadline;, for task performancebe-
yondwhich performancef saidtaskyieldsnousefulresults.

e May have earlieststarttimes, start;, for task performance
beforewhich performanceof saidtaskyields no usefulre-
sults.

e Each M@ task consistsof one or more M@ alternatves,
whereonealternatve correspondso a differentperformance
profile of the task. In mary ways, this extensionsimplifies
reasoningvith thepreliminarymodelpresenteéh [12] while
atthesametimeincreasingherepresentationgdower of the
frameawork by couplingdifferentdurationswith theotherper
formancecharacteristicsEachalternatve:

— Requiressometime or durationto execute denotedd;.

— Producesomequantity of oneor more M Qs, calledan MQ
productionset(M QP S), whichis denotedoy: MQPS; ; 1.

= {4i,qj,qx,--}, whereVi, ¢; > 0. Thesequantities
are positive and reflect the benefitderived from performing
thetask, e.g.,progressoward a goal or the productionof an
artifactthatcanbeexchangedvith otheragentsin thismodel,
thetwo areequivalent.

— Akin to the MQPS, tasksmay also consumegquantitiesof
MQ@s. The specificationof the M Qs consumedy a taskis
calledanMQ consumptiorsetanddenoted/ QC'S; ;.x =
{4i,49;,9x, .-}, whereVi, ¢; < 0. Consumptiorsetsmodel
tasksconsumingresourcespr being detrimentalto an orga-
nizationalobjectize, or agentscontractingwork out to other
agentse.g.,payinganotheragentto producesomedesiredre-
sult or anotheragentaccumulatingavors or goodwill asthe
resultof taskperformanceConsumptiorsetsarethe nggative
sideof taskperformance.

— All quantitiese.g..d;, MQPS, MQC S, arecurrentlyviewed
from anexpectedvaluestandpoint.

o MQCS definesquantitiesthat are requiredfor taskperfor
mance. If a tasklacks suficient M @s for executionit is
deemedin-executableandwill notbeperformedn ary fash-
ion. This meansit will have zero duration,consumezero
MQ@s,andwill producezeroM @s.

Spaceimitations precludea full presentatiorof the model, but
it is sufficient for understandindhow our integrative negotiation
framework is built uponthe MQ framework?.

2This summarylacksdefinitionsand propertiesnecessaryo actu-
ally build the framewvork andto useit in agents. This summary
alsolackssomeof the motivationsbehindthesedesigndecisions.
For moreinformation,interestedeadersareadvisedo consult12,

13].

The M@ modelcansupportcomparisorbetweentasksthatare
performedfor differentorganizationaimotivationsto taskthatare
performedfor otheragentsn returnfor financialgainto tasksthat
areperformedor otheragentdor cooperatie reasonsVia thedif-
ferentpreferencesor the differentquantities agentcontrolcanbe
modulatedand agentscanreasonaboutmixturesof differenttask
typesanddifferentmotivations. The useof statein the modelalso
facilitatescontetually dependenbehaiors or adjustmentdo be-
haviors over time. Agenta performingcooperatre work with a
closelyallied agent,3, for instancemayneedto balancethis work
with cooperatie work with othersover time. As a accumulates
progresgoward goalsheldin commonwith 3 (representeésan
MQ@), its preferencemay shift to the accumulatiorof other M @s.
The useof utility for this applicationis flexible and very general
andtherearemary differentwaysto relateorganizationaboalim-
portanceto the procesof taskvaluation.

3. INTEGRATIVE NEGOTIATION

Themotivationalqualities(MQ)[12, 13] framework providesan
agentwith the capabilityto reasoraboutdifferentgoalsin anopen,
dynamicandlarge-scaleMAS, hencethe agentcanevaluatea ne-
gotiationissuefrom anorganizationaperspectie. TheMQ frame-
work quantifiesdifferentunderlyingmotivational factorsand pro-
videsthemeando comparghemvia a multi-attributedutility func-
tion. The MQ framewvork can supportsophisticatechegotiation
whereeachnegotiationissuehasMQ transferencassociatedvith
it. Let's usetaskallocationasanexampleof negotiationwherefor
eachtaskt allocatedto agentB, from agentA, certainMQs are
transferredfrom agentA to agentB. The conceptuaimodel here
is that agentB is motivated by the potentialincreasein its MQs
to performtasksfor agentA (note that this doesnot corvert the
MQs to curreng asnotall agentsmay beinterestedn saidMQs).
We will startwith a simple,abstracexample.In this model,when
agentB commitsto accomplishingaskt, basedon a contractthat
is mutually agreeduponby the two agentgformedeitherdynami-
cally or pre-defined)it is thenobligatedto performthetask.When
B successfullyaccomplishes, the agreeduponamountof the MQ
will betransferredrom agentA to agentB. NotethatagentB must
actuallydecidewhetheror notit is interestedn performingt. This
evaluationis donevia the MQ framewvork andthe associated/ Q
scheduler The evaluationusesagentB’s preferencdor the MQ
in questionto determinethe the relative value of performingt for
agentA. This valuationprocessin turn, determinesagentB’s atti-
tudetowardthe negotiationof taskt.

In termsof specifics therearetwo typesof MQs that could be
transferredvith thesuccessfuhccomplishmerf taskt: goalrelated
MQ andrelational MQ. Theseclassesare conceptuabind usedto
clearly differentiatemotivations for task performancefrom atti-
tudestoward negotiationissues- in reality, they are both simply
MQs. GoalrelatedMQs areassociatedvith an agents organiza-
tional goalsand generallyincreasesn MQ volume have positive
benefitsto the agents utility. Note that the agents designerde-
termineswhich kinds of MQs the agenttracks(andis interested
in), definesthe agents preferencdor eachvia the utility functions
discusseearlier anddeterminediow theserelateto theagents or-
ganizationalgoals. In this work, we will assumehatthey do not
changeduring the agents life to simplify the experiments.When
dealingwith goalrelatedMQs, the agentcollectsMQs for its own
utility increaseln thissenseagentB’sperformancef taskt is mo-
tivatedby “self-interested’reasonsf payments via agoalrelated
MQ. For example taskt has3 unitsof MQ_x transferredvith it, and
for agentB, theutility curve of MQ_x is: u(x) = 2x, thatmeansthe
utility of agentB will increaseby 6 units by collecting3 units of



MQ_x thoughperformingtaskt. AgentB decideswhetherto ac-
cepttaskt by reasoningaboutits value relative to the costof the
resourced will expendin the performancef t. In thiscaseasthe
taskdoesnt consumery MQs, theresourcexpenditures time or
in termsof opportunitycost. Becausehis reasoningprocessper
tainsto goalrelatedMQs, it is “self-interestedfor theagentsonly
concernds its own utility increase.

Considera modifiedcase.Supposehatby having taskt accom-
plishedagentA’s own utility increasedy 20 units. If agentB takes
this factinto consideratiorwhenit makesits decisionabouttaskt,
agentB is cooperatie with agentA becausegentB is alsocon-
cernedaboutagentA’s outcome(in additionto its own). If wewant
agentB to considerA's utility, we needto introduceanotherMQ
designedto model B's (revised) preferencefor A to have a util-
ity increasealso. To reflectthe B’s attitudetoward A's outcome,
we introducearelational MQ, the preferencdor which represents
how cooperatie agentB is with agentA concerningtaskt. Let
MQyq/: betherelationalMQ transferredrom agentA to agentB
whenagentB performstaskt for agentA. SinceM Qs+ is arela-
tional MQ, its only purposds to measurehe relationshipbetween
agentsA andB. While agentB mayactuallyhave anorganizational
goalto accumulateM Qs of this typ€, in this paper for simplic-
ity of presentationwe will assumehatagentB doesnot have an
organizationalevel goal to cooperatavith agentA. Accordingly
whenmeasuringhe utility of agentB toward problemsolving, we
will notconsidettheutility producedy ary relationalMQssuchas
MQpq,+- Likewisewith agentA. WhenagentA transfersM Qy, /¢
to agentB, we will not takulate the negative changein utility of
agentA becaus¢hechangen utility is notrelatedto problemsolv-
ing progressutis insteadrelatedto thetransferof arelationalMQ.
Thereasorfor this approachs thatin this paperour performance
metric is socialwelfare asit is corventionally used,which is in
termsof progresstoward joint goals. From this view, the utility
produceddy arelationalMQ canbeseenasvirtual utility. Though
MQyq/: producesirtual utility, is importantbecausét carriesthe
information of how importanttaskt is for agentA* and malesit
possiblefor agentB to consideragentA’s outcomewhenit makes
its own decisions. Actually, how M@,/ is mappedinto agent
B’s (virtual) utility, meaningutility thatis notincludedin the so-
cial welfarecomputatiod dependson how cooperatie agentB is
with agentA. Supposehat 20 units M Qs /¢ aretransferredwith
taskt, representinghe utility agentA gainedby having agentB
performtaskt, transferredo agentB, Figure2 shavs four different
functionsfor mappingM Q.+ to agentB’s utility.

Functiona, b andc areliner functions: Us (M Qpe/¢) = k *
MQba/t-

If £ = 1(a), Up(MQrayt) = MQpas: = Ua(t) (Ua(t) denotes
the utility agentA gainedby transferringt), thenagentB is com-
pletely cooperatie to agentA®;

If & > 1(b), Us(MQpayt) > MQuast = Ua(t), thenagentB is

3In this case the agents local utility would alsoincreaseby accu-
mulating M @s of this type, asanindicationthatcooperatingwith

the otheragentfostersits organizationabbjective

41t is assumedhatagentsarehonestanddont lie abouttheimpor

tanceof taskt.

5In remaindeof the paper we may omit theword “virtual” before
utility, but we know thatthis relational MQ only mapsinto virtual

utility thatis notrealutility. In the experimentalwork, neitherthe
agents utility northesocialwelfareincludesthevirtual utility from

relationalMQ

81t shouldbe noticedthat the relationshipbetweenagentsis not
symmetric thefactthatagentB is completely-cooperaté to agent
A doesnot imply that agentA is also completely-cooperate to

agentB.

, Ub(MQbalt)
3 b a

1 2 3 MQbalt

Figure 2: differ ent mapping functions of M Q¢+

accommodatie to agentA,;

If & < 1(c), Up(MQpayt) < MQuqay: = Ua(t), thenagentB is
partially cooperatre with agentA;

If £ =0, Up(MQsq/:) = 0, thenagentB is self-interested
with respectto agentA. In this case,if agentA wantsagentB
to dot, it needsto transferanotherkind of MQ (the goalrelated
MQ) to agentB, agentB and agentA can negotiate aboutwhat
type of goalrelated MQ to transferand how much of it should
betransferredregardinghow andwhenagentB couldaccomplish
taskt. In the following examplesandthe experimentalwork, we
assumethat the type and amountof the transferredgoalrelated
MQs arefixed and agentsdo not negotiateaboutthem, sowe can
demonstratéow therelational MQ works.

Themappingfunctioncouldalsobeanonlinearfunction(d) that
describesa more complicatedattitudeof agentB to agentA, i.e.,
agentB beingfully cooperatie with agentA for someperiodand
thenbecomingself-interestedAn agentcanadjustthe utility map-
ping function to reflectits relationshipwith anotheragent,which
couldbeit's administrator colleaguefriend, client or competitor
By adjustingsomeparameter#n the mappingfunction, moresub-
tle relationshipcouldbe managedThe agentcould differentiatea
friendly colleagueéfrom anunfriendly colleaguealsoit coulddrav
distinctionsbetweera bestfriend andanordinaryfriend.

DifferentfromthegoalrelatedMQs, whicharebuilt by theagents
designeandwhoseutility curvesarenotchangingtheutility curves
of therelational MQs canbe adjustedby the agentdynamicallyto
reflectits dynamicrelationshipswith otheragents.The agents at-
titude towards anotheragentcould be “issue-specific”;given an
agentcould play multiple roles, therecould be differentissuesne-
gotiatedbetweenagents andthe agentsshouldselectdifferentat-
titude accordingto whatissueis negotiated. For example,for the
colleagues requestto contritute to a sharedprofessionajob and
for thesamecolleagues requesfor aride, evenbothrequestg€ome
from the sameagenttheagents attitudecouldbe different.

How cananagentchoosits attitudetowardotheragentsn such
a compl organizationcontext? We are not planningto present
a detailedsolutionto this questionin this paper but we feel that
the agentshoulddynamically adjustits attitudeby analyzingthe
otherparty, theissuein negotiationandits currentproblem-solving
status.The following informationshouldbe consideredn this de-
cisionmakingprocess‘Who is theotheragent?”'How is its orga-
nizationalgoalsrelatedto mine?”,“What is its objectve?”, “What
is its relationshipto me?” andsoforth. Someof this information
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canbelearnedfrom experienceg10].

In theMQ framework, theMQ scheduleenablegsheagento op-
timize its scheduleandmaximizeit local utility. While the frame-
work directly supportsthe conceptof relational M Qs and being
motivatedto cooperateon that basis,the useof M Q transference
in this paperextendsthe MQ framework to interconnecthe local
schedulingproblemsof two or more agentsin a dynamicfashion
(basedon the currentcontet). Prior to this work, no meaningful
work hadbeendonein M Q@ transferencer theimplicationsof it.

In this sectionwe introduceanexampleof athree-agensociety
andshav how the integrative negotiationmechanisnmworks using
theMQ framework.

4. THE SCENARIO

Therearethreeagentdn this societyasshavn in Figure3:

1. ComputeiProduceAgent(c): receves‘ProduceComputer”
taskfrom an outsideagent(which is not consideredn this

therewardr.

Hardware ProducerAgent receves “PurchaseParts” task from
an outsideagentwith x units MQ_$, x is a randomnumbervary-
ing from 2 to 10. ComputeProduceAgenthaslong-termcontract
relationshipwith Hardware ProducerAgentand TransportAgent:
its “Get_ Hardware” taskalwaysgoesto Hardware ProducerAgent
with a fixed reward of 3 units MQ_$, andits “Shipping Product”
taskalwaysgoesto TransportAgentwith afixedreward of 3 units
MQ_$. Every “ProduceComputer’taskcomesto ComputerPro-
ducerAgentwith a reward of 20 units MQ_$, if it is finishedby
its deadline ComputerProducerAgentwould have its local utility
increasedby 14 units. Assumetask “Get.Hardware” and “Ship-
ping-Product” have the sameimportance the accomplishmenof
eachtaskwould resultin 7 unitsutility increaséor ComputerPro-
ducerAgent. This informationis reflectby the 7 units M Q4. .
transferredwith task“Get.Hardware” and 7 units M Q.. trans-
ferredwith task“ShippingProduct”.Mth/t8 is arelationalMQ

example).Figure3 shavsthatto accomplisiProduceComputer” introducedto reflectthe relationshipof Hardware ProducerAgent

task,ComputerProduceAgentneeddo generat@anexternal
requesfor hardware (“Get.Hardware” task),andalsoneeds
to shipthecomputer(“Shipping Computer”)throughatrans-
portagent.

2. HardwareProduceAgent(h): recevestask‘Get.Hardware”

from ComputeProduceAgent,it alsoreceves‘PurchaseParts”

taskfrom anoutsideagent.

3. TransportAgent(t): recevestask*Shipping. Computer’from
ComputeProducegent,it alsoreceves“Shipping Product”
taskfrom anoutsideagents.

In thisexample every agentollectsthesameypeof goal related
MQ: “MQ_$". The utility curve for “MQ_$" is: utility(z) = =z,
every agentusesthis samefunction. Eachtaskthatthe agentre-
ceivesincludesfollowing information:

e deadling(dl): thelatestfinish time for thetask.

e reward (r): if thetaskis finishedby the deadline the agent
will getrewardr (whichis r units“MQ _$").

e earlyfinish rewardrate (e): If the agentcanfinish the task
by thetime (ft) asit promisedin the contract,it will getthe
extra early finish reward: max (e*r*(dI-ft), r)” in additionto

"For eachtime unit the taskfinishesearlierthanthe deadline the
contracteeagentget extrareward is e*r, but the total extra reward
would exceedtherewardr.

with ComputerProducerAgentconcerningaskt. Thetransferred
"MQ _hc/t’ with the task representghe utility increaseof Com-

puterProducerAgentby having this taskaccomplishedHow it is

mappednto Hardware ProducerAgent’s virtual utility depend®n

Hardware ProducerAgent’s attitudetowardsthe utility increaseof

ComputerProducerAgent regardingtask “Get. Hardware”. If the

“ProduceComputer”task could be finishedearlierthanits dead-
line, ComputerProducerAgent could get more than 20 units re-

ward. Theextrautility increasecouldbe estimatedandreflectecby

morethan? unitstransferredMQ _hc/t’ or "MQ _tc/t” for theother
two agents. Supposehe following taskis receved by Computer
ProducerAgent:

taskname: PurchaseComputerA

earlieststarttime: 10

deadline:70

reward: 20 unitsMQ_$

earlyfinishreward rate: e=0.01

Throughthe reasoningof the MQ schedulerComputerProducer
Agentdecidedo accepiit andfinishit by time 40 (it leaves4 units

slacktime) to earnextraearlyreward6 ((70 —40) % 0.01 = 20) units

MQ_$. Its local utility increasedy 20 units afterthe accomplish-

8Similarly, M@,/ is arelationalMQ thatreflectstherelationship
of TransportAgentwith ComputeProduceAgentconcerningask
t. Detaileddiscussioraboutit is omittedhere.



mentof this task. Hencethe follow two taskrequestsare sentto
HardwareProduceiAgentandTransportAgentrespectiely:
taskname: GetHardware A

earlieststarttime: 10

deadline: 20

reward: 3 unitsMQ_$, 10 units”"MQ _hc/t”

earlyfinishreward rate: e=0.0

taskname: ShippingComputerA

earlieststarttime: 30

deadline:40

reward: 3 unitsMQ_$, 10 units”"MQ _tc/t”

early finishreward rate: e=0.01

In this example, we look at three different attitudeswith a liner
function: Una (M Qheye) = k % M Qheys.

1. k=1, HardwareProducerAgentis completely-cooperate to
ComputerProducerAgentregardingtask“Get Hardware”.

2. k=0.5, Hardware ProducerAgent is half-cooperatie (par
tial cooperatie) to ComputerProduceAgentregardingtask
“Get_Hardware”.

3. k=0, Hardware ProducerAgent is self-interestedo Com-
puterProduceAgentregardingtask“Get. Hardware”.

Now we canlook athow thesedifferentattitudesaffectthenego-
tiation proces®f HardwareProduceAgent. Supposeherearetwo
other tasks“PurchaseParts A" and “PurchasePartsB” receved
by Hardware ProduceAgentbesidesask“Get Hardware A", fol-
lowing threetasksaresentto theMQ Schedule(supposeheinitial
MQ setis empty):
taskname: GetHardware A
earlieststarttime: 10
deadline:20
procesdime: 10
MQPS: [MQ_$3], [MQ_hc/t, 10]
taskname: PurchaseParts A
earlieststarttime: 10
deadline:30
procesdime: 10
MQPS: [MQ_$4]
taskname: PurchaseParts B
earlieststarttime: 10
deadline: 20
procesdime: 10
MQPS: [MQ_$,9]

If Hardware ProducerAgent is completely-cooperaté to Com-
puter ProducerAgent, the bestMQ scheduleproducedis as fol-
lowing:

[10, 20]Get_Hardware_A, [20, 30| Purchase_Parts_A
HardwareProduceAgentwill have 7 unitsutility increaseafterthe
accomplishmenof this schedule.If Hardware ProducerAgentis
self-interestedo ComputerProduceAgent,the bestMQ schedule
produceds asfollowing:

[10, 20| Purchase_Parts_B,[20, 30| Purchase_Parts_A
Hardware ProducerAgent will have 13 units utility increaseaf-
ter the accomplishmenof this schedule. If Hardware Producer
Agent is half-cooperatie to ComputerProducerAgent, the best
MQ schedulegroduceds the sameasabove. However if taskPur
chaseParts B comeswith 7 unitsMQ_$ insteadof 9 units,thebest
MQ schedulgroduceds asfollowing:

[10, 20]Get_-Hardware_A, [20, 30| Purchase_Parts_A
HardwareProduceAgentwill have 7 unitsutility increaseafterthe
accomplishmenof this schedule.

® AssumeComputerProducerAgent assignghe sameearly finish
rewardrateto thistaskasthetask“ProduceComputer’it receves.

A similar reasoningorocessalsoappliesto the TransportAgent.
Theabove exampleshavs how anagentreactsn anegotiationpro-
cessdepend®n its attitudetowardsthe otheragentregardingthis
issue andalsois affectedby the othertasksonit agendaThemore
cooperatie an agentis, the moreit will sacrificeits own utility
for the otheragents utility increase. This integrative negotiation
mechanisnmenablegheagentto manageandreasoraboutdifferent
cooperatie attitudesit could have with anotheragentregardinga
certainissue.

5. EXPERIMENT

The examplein Section4 shavs thatanagentneedso sacrifice
someof its own utility to be cooperatie with anotheragent. The
questionis: Could cooperatie agentsmale the social welfare®
better? Is it always true that a cooperatre agentcould improve
the socialwelfare?Whenshouldanagentbe cooperatre andhow
cooperatie it shouldbe?

To explorethesequestionsthefollowing experimentalwork was
donebasednthescenarialescribedn Section4'*. HardwarePro-
ducerAgenthasa choiceof threedifferentattitudestoward Com-
puterProduceAgent: completely-cooperate (C), half-cooperatie
(H), and self-interested’S), TransportAgent hasthe samethree
choices,so thereare 9 combinations: SS (both agentsare self-
interested) SC (Hardware ProducerAgentis self-interestedvhile
TransportAgent is completely-cooperate), SH (Hardware Pro-

ducerAgentis self-interestedvhile TransportAgentis half-cooperatie),

HS,HC, HH, CS,CH, CC. Thedatais collectedover 48 groupsof
experimentsjn eachgroupof experimentstheagentsvork onthe
sameincoming task set underthe nine different situations. The
tasksin eachsetfor eachgroup experimentare randomlygenes
atedwith differentrewards,deadlinesandearlyrewardrateswithin
certainranges.

Tablel shawvs thecomparisorof eachagents utility andthe so-
cial welfareunderthesedifferentsituations.The percentag&um-
bersarethe normalizedutility numbersbasedon the utility gained
whenagentis self-interestedTable1 shavs thatwhenboth Hard-
wareProduceAgentandTransporiAgentarecompletely-cooperate
to ComputerProducerAgent (CC), the societygainsthe mostso-
cial welfare. Evenwhenbothagentareonly half-cooperatie (HH),
the socialwelfareis still very good. However, whenoneagentis
completely-cooperate, the otheragents self-interestedCS, SC),
the social welfare doesnot improve much comparedo the com-
pletely self-interested SS) case. The reasonfor the lack of sig-
nificantimprovementis that, in this example,to accomplishtask
“ProduceComputer’requiresboth task“Get. Hardware” andtask
“Shipping. Computer”to be successfullffinished.Whenoneagent
is completely-cooperate, it sacrificest own utility, but task“Pro-
duceComputer’maystill fail becausehe otheragentis not coop-
eratie, the utility of ComputerProducerAgentdoesnotincrease
as expected,and the global utility doesnot improve. This hap-
penswhenthe completionof a taskis spreadover morethantwo
agentsthe informationfrom ComputerProducerAgent aboutits
utility increaseds only an estimation,it dependsot only on task
“Get_Hardware” for Hardware ProducerAgent, but alsorelieson
task“Shipping. Computer”for TransportAgent. In this situation,

1050cial welfare refersto the sum of the utilities of all the agent
in the societywhich is consideredi.e. in abore example,the so-
cial welfareis the sum of the utilities of the threeagents: Com-
puterProducerAgent, Hardware ProducerAgent, and Transport
Agent.

1The experimentsare performedin the MASS simulatorerviron-
ment[4], and the agentswere built using the JAF agentframe-
work[14]



Utility of Computer| Percentage Utility of Hardware | Percentage Utility of Percentage Social | Percentage
ProducerAgent ProducerAgent TransportAgent Welfare
SS 218 1.000 575 1.000 856 1.000 1649 1.000
CC 842 4.08 415 0.72 766 0.90 2022 1.23
HH 587 2.84 493 0.86 806 0.94 1886 1.14
SC 301 1.41 587 1.02 798 0.93 1686 1.02
CS 469 2.24 364 0.63 839 0.98 1672 1.01
HS 390 1.87 467 0.81 845 0.99 1702 1.03
SH 292 1.36 585 1.02 815 0.95 1692 1.03
HC 632 3.06 500 0.87 772 0.90 1905 1.16
CH 761 3.68 405 0.70 802 0.94 1967 1.19
Table 1: comparisonof performance
Object | Numberto Compare| Ho Ha Result Alpha p
CC-SSs 330 =330 | > 330 RejectHo 0.01 | 0.008
HH - SS 180 =180 | >180 RejectHo 0.01 | 0.0008
SC-SS 0 =0 >0 FailtorejectHo | 0.01 | 0.0179
CS-SSs 0 =0 >0 FailtorejectHo | 0.01 | 0.0965
Table 2: resultsfr om statistical tests

if Hardware ProducerAgent hasno knowledgeaboutthe attitude
of TransportAgent, it may not be a goodideato be completely-
cooperatre towards ComputerProducerAgent. The abore data
alsoshaws that the utility of TransportAgent doesnot decreases
asmuchasHardware ProducerAgent whenit becomesoopera-
tive or half-cooperatie, the reasonis the following. In the exper
imentalsetup, task“Shipping. Computer’takeslesstime thanthe
task“Get_Hardware”, soit is possiblefor TransportAgentto ac-
ceptmore taskswithout losing too mary high reward tasksfrom
theoutside.

Table 2 shovs somestatisticalresultsaboutthe differencebe-
tweenthe socialwelfare underdifferentcooperatie situationsus-
ing t-test. For example thefirst line in Table2 shavs thatwith the
0.01Alpha-level, we canacceptthe statementhatthe socialwel-
fareof thesystemwhenbothagentsarecooperatreis atleast20%
betterthanwhenbothagentsareself-interestetf.

Table3 shavstheexpectedutilities of HardwareProducerAgent
andthe expectedsocialwelfareunderthethreepossiblesituations:
whenHardwareProduceAgentis self-interestedcompletely- co-
operatve and half-cooperatie. WhenHardware ProducerAgent
choose®neattitude, TransportAgent may adoptone of the three
differentattitudes. For example,whenHardware ProducerAgent
choosego be self-interestedthe global situationcouldbe SS,SC,
or SH. The utility numberin thetablein the expectedvalueof the
utilities underthesethreedifferentsituations. Table 4 shavs sim-
ilar informationfor TransportAgent. Table 3 tells usthatwhena
cooperatre operationinvolvesmorethantwo agentsandwhenthe
otheragents’attitudesareunknavn, beingcompletely-cooperate
meanssacrificingits own utility significantlyandthusis notagood
idea.However, it isagoodchoicefor anagento behalf-cooperatie,
sacrificinglessof its own utility for more global utility increase.
Thisis anexamplewherethelack of acompleteglobalview canbe
partially compensatefbr by having an agentactingin a partially
cooperatre attituderatherthan beingfully cooperatie. For the
TransportAgent which doesnot needto sacrificetoo muchto be
completely-cooperate, it shouldalwayschooseo be completely-
cooperate.

12330is 20%o0f socialwelfareunderSSsituation(1649)180is 11%
of socialwelfareunderSSsituation.

6. RELATED WORK

Glassand Grosz[3] developeda measureof social conscious-
nesscalled “brownie points” (BP). The agentearnsBP eachtime
it choosesot to default a grouptaskandlosesBP whenit does
default for a betteroutsideoffer. The default of a grouptaskmay
causetheagentto receie grouptaskswith lessvaluein the future,
hencereducests longtermutility. TheagentcountsBP aspartof it
overallutility besidethemonetaryutility. A parameteB Pweight
canbe adjustedo createagentswith varyinglevels of socialcon-
sciousnessThis relatesto our utility mappingfunctionassociated
with therelational MQ which canbe adjustedo reflecttheagents
different attitude in negotiation. However, the relational MQ is
agent-oriente@ndissuespecific,so the agentcanmodeldifferent
attitudestowardseachagentand negotiationissue. Additionally,
the mappingfunction canbe a nonlinearfunction and describea
more complicatedattitude. Their work assumeshereis a central
mechanisntontrollingthe assignmenof grouptasksaccordingto
agents rank (agents previous default behaior), which is not al-
waysappropriatedor an openagentervironment. Instead,in our
assumptionagentsareall independenandthereis no centralcon-
trol in thesociety Axelrod’'swork [1] hasshavn stablecooperatie
behaior canarisewhenself-interestingagentsadopta reciprocat-
ing attitudetoward eachother The agentcooperatesvith another
agentwho hascooperatedvith it in previousinteractionsTheidea
of thereciprocityis relatedto ourwork if therelationalMQ is used
in bi-directionbetweeragentsagentA collectsomerelationalMQ
from agentB andin thefuturetheaccumulatedelationalMQ could
be usedto askagentB do somework for it, in this way, the rela-
tional MQ actuallyworks asa quantitatve measuredf reciprocity
Sendevelopeda probabilisticreciprocitymechanisnil10] in which
theagentK choosego helpagent] with certainprobability p and
p is calculatedcbasedn the extra costof this cooperatiorbehaior
andhow mucheffort it owns agent] becauseagentJ hashelpedit
before. Therearetwo parameterén the formulafor calculatingp
which canbeadjustedsothatthe agentcanchoosea specificcoop-
erationlevel. However, this work assumeshatcooperatioralways
leadsto aggr@ategainsfor thegroup,andit wasbasednaknown
costfunction- thatis, they know how muchextrait will costthen
to do X for anotheragent.Neitherof thesetwo assumptionss nec-
essaryin our work. Also our work dealswith more complex and



Utility of Hardware | Percentage SocialWelfare | Percentage
ProducerAgent
Self-Interested 583 1.0 1679 1
Completely-Cooperate 395 0.68 1887 1.13
Half-Cooperatie 487 0.83 1831 1.09

Table 3: the utility of Hardware Prod

ucer Agent and the socialwelfare

Utility of Transport| Percentagg SocialWelfare | Percentage
Agent
Self-Interested 847 1.0 1675 1.0
Completely-Cooperate 803 0.95 1846 1.10
Half-Cooperatie 818 0.97 1751 1.05

Table4: the utility of Transport Agent and the socialwelfare

realisticdomainswheretaskscarry real-timeconstrainteandthere
are potentially complex interrelationshipamongtasksdistributed
over differentagents.Otherrelatedwork includesthe cooperatie
negotiationwork on taskallocation[15],wherethe agentsusethe
mauginal utility gainandmaiginal utility costto evaluateif it worth
to accepttaskcontractin orderto increasaheglobalutility. How-
ever in this work, the agentactsasin a “completely-cooperate”
modedescribedn this paperandthereis no choiceon how coop-
erative it wantto be.

7. CONCLUSION AND FUTURE WORK

We introducean integrative negotiation mechanismwhich en-
ablesagentsnteractover a spectrunto manageof negotiationat-
titudesfrom self-interestedo completely-cooperate in auniform
reasoningramevork, namelythe MQ frameavork. The agentnot
only canalsochooseo beself-interestedr cooperatie, but could
choosehow cooperatie it wantsto be. This providesthe agenta
capabilityto dynamicallyadjustits negotiationattitudein a com-
plex agentsociety Experimentalvork shavs it maynotbeagood
ideato always be completely-cooperate in a situationinvolving
an unknavn agents assistancein that case,choosingto be half-
cooperatie maybegoodfor boththeindividual agentandalsofor
the society In the future we planto explore additionalquestions
usingthis framework, suchas: how shouldan agentchooseit ne-
gotiationattitudebasedn its learningfrom pastexperienceHow
doesdifferentattitudesaffectsthe agents performancendthe so-
cial welfarein differentorganizationatontets? andsoforth.
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