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Figure 1: There are two eventsFE; and E». Data D1, D2, ...D1o

Abstraction, Communication, Decentralized MDP are distributed between two agents.A; has access td;, ...Ds
and is responsible for solving F1, while A can see only
1. INTRODUCTION Ds, ...D1o and is responsible for solvingF,. The value of F;
In complex distributed applications, such as distributed interpre- is dependent onA;’s data and vice versa. The objective is for
tation, a problem is often decomposed into a set of subproblems andA,; and A, to decide whatE; and E, are with required confi-
each subproblem is distributed to an agent who will be responsible dence while minimizing the expected communication cost.
for solving it. The existence of interactions between subproblems
means that the agents cannot simply solve the subproblems individ-

ually and then combine local solutions together. In such systems, yp, ;1o Bayesian Network as a way of carrying more useful in-
_the amount of communication among_age_nts may be very signif- formation in transmitted data to further reduce the number of mes-
icant in order to guarantee global optimality or even global con- ga404 that need to be sent. An algorithm is developed to automat-
sistency . Thus, _“satlsﬁcmg" approacheg ha_ve been deyeloped thatically generate appropriate abstraction data, which reduces the ex-
trade off qptlmallty for red'ucgd communlcathn [2]. Animportant pected communication cost necessary to achieve the required con-
charz_acte_rlzatlon of such d'Str.'bUt.ed protocols is how_much COMMU- fijence level. Techniques are introduced to effectively incorporate
nication is required and the likelihood that the solution will be the ;s apstraction data set into the DEC-MDP framework. It is shown
same as that generated by an optimal centralized algorithm whichy, ¢ the appropriate addition of abstraction data actions simplifies
uses all available information. the DEC-MDP while reducing the expected communication cost.
Shen et al. [3] took the satisficing approach to the next step by
designing a parameterized algorithm where one can predict, for a
desired confidence level in the final solution, the expected amount2' GENERATING THE ABSTRACTION
of communication the agents need. They studied these issues in LAYER
terms of a two layered Distributed Bayesian Network, as shown in  We need to find an appropriate abstraction layer from the existing
Figure 1. A decentralized Markov Decision Process (DEC-MDP) BN that, when transmitted from the remote agent, more efficiently
[1] can be constructed from the Bayesian Network structure to find conveys the necessary information to facilitate the local agent’s
ajoint communication policy that minimizes the expected commu- problem solving. In other words, this abstraction layer, when ac-
nication cost. The agents use only the necessary amount of com-quired, should be able to reduce the expected communication nec-
munication to achieve the required level of solution quality. essary to achieve the required local confidence level. We achieve

*This material is based upon work supported by the National Sci- this goal by developing an algorithm that automatically generates
ence Foundation under Grant No. 11S-0219606. Any opinions, an abstraction layer given a value combination of an agent’s local
findings, and conclusions or recommendations expressed in thisdata and the desired confidence level. The basic idea behind the al-
material are those of the author(s) and do not necessarily reflectgorithm is to find a set of logic expressions consisting of the remote
the views of the National Science Foundation. data such that if at least one of the expressions is true the required

confidence is reached. When given a BN and a desired confidence
Permission to make digital or hard copies of all or part of this work for 1€vel, the agent generates an abstraction layer for each raw data
personal or classroom use is granted without fee provided that copies arevalue combination and adds them to its action options for the states
not made or distributed for profit or commercial advantage and that copies that have the corresponding raw data values. The expanded DEC-
bear this notice and the full citation on the first page. To copy otherwise, to MDP can be solved to generate a communication strategy. We call
republish, to post on servers or to redistribute to lists, requires prior specific this approach thell data action selectiompproach.

permission and/or a fee. . .
AAMAS'05, July 25-29, 2005, Utrecht, Netherlands. We compared the performance of thé action selectionap-
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In this paper, we introduce an abstraction layer into the Dis-




required

confidence (@) (b) (c) (d)
60% 1.66% | 0.55% | 1.25 | 0.89
65% 9.22% | 7.28% | 1.53 | 0.77

70% 14.95% | 8.31% | 1.49 | 0.69
75% 11.76% | 8.47% | 1.52 | 0.63
80% 16.22% | 9.53% | 1.61 | 0.59

85% 8.27% | 4.56% | 1.41 | 0.65
90% 7.52% | 3.40% | 1.21 | 0.77
95% 6.80% | 2.41% | 1.10 | 0.82

Minimum expected communication cost

100% 6.21% | 2.40% | 1.09 | 0.87

60% 65% 70% 5% 80% 85% 90% 95% 100%

Required confidence level

Table 1: Performance given different action selections com-
pared to transmitting only raw data. (a) Expected communi-
cation cost improvement ofall action selection (b) Expected
communication cost improvement ofhierarchical action selec-
Figure 2: A comparison of the minimum expected communica-  tion. (c) Time needed to solve the DEC-MDP foall action selec-
tion cost given different action selections tion normalized by that for raw data action selection. (d) Time
needed to solve the DEC-MDP forhierarchical action selection
sending a piece of abstraction data was equal to the cost of sendingiormalized by that for raw data action selection.
raw data. We used the Iterative Algorithm introduced in [3] to solve
the DEC-MDP. We ran experiments on 100 problem structures with tg that of column (a). Column (d) in Table 1 shows the average time
2 high level events and 10 raw data (5 local to each agent) for dif- needed to solve the DEC-MDP for thierarchical action selection
ferent confidence levels. All of the networks were fully connected, approach normalized by the average time needed forathedata
which means that for both agents to have the complete evidence action selectiorapproach. It achieves substantial savings. Even
10 pieces of data needed to be transmitted. Figure 2 shows a com+though thehierarchical action selectiompproach does not reduce
parison of the minimum expected communication cost generated the size of the action space compared toalhaction selectiorap-
by both systems. Column (a) in Table 1 shows the percent im- proach, it does reduce the number of legal actions available to any
provement in the expected communication cost when transmitting given state. This also decreases the size of the state space because
abstraction data in addition to the raw data. As shownathaata H, the communication history, has fewer possibilities. These two
action selectiorhas a noticeable improvement over taev data factors combined together contribute to the time savings, and the

action selectiorapproach. This illustrates that the addition of the |arger the network is, the more substantial the savings should be.
abstraction data does help reduce the communication cost required.

4. CONCLUSIONS
3. HIERARCHICAL ACTION SELECTION In this paper we investigated the techniques of transferring ab-
Introducing the communication actions that transmit the values Straction data in addition to raw data in Distributed Bayesian Net-

of the new abstraction data leads to both a larger state space and #0rks to reduce the required communication cost. Both the im-
larger action space for the generated DEC-MDP. Column (c) in Ta- Provement in the minimum expected communication cost and the
ble 1 shows the average time thkkdata action selectiompproach ~ time savings in solving the DEC-MDP make theerarchical ac-
took to solve the DEC-MDP, where the average time needed for the tion selectioran attractive approach to our problem, especially for

e selection "1 data action selection ‘
‘ :

—— Abst ion selection —*—Hierarchical action selection

raw data action selectioapproach equals.00. the systems which require a mid-ranged confidence level. This
First we examine the case where the agents only transfer the ab-WOrk allows us to look at the use of abstraction to reduce com-
straction data between them. We call this approackaliséraction munication cost from a formal perspective. We predict that the

data action selectiompproach. While the size of the DEC-MDP savings of théhierarchical action selectioapproach shown in this
generated is often much smaller than that of the original DEC- Paper will be more significant for larger networks. An important
MDP, one major drawback of this approach is that we can no longer €xtension to this work is to introduce multiple levels of abstraction,
guarantee that the required confidence level can be reached. which may help reduce the difficulty in scaling up the system.

We seek to combine the advantages of dlledata action se-
lection and theraw data action selectioapproaches to save time 5. REFERENCES
on solving the DEC-MDP as well as guarantee the required confi-
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