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Abstract
Building multi-agent systems in real, open environments, often means we have to spend significant energy on resolving issues orthogonal to the initial goals of the research. To avoid such overhead many researchers choose to implement, test and evaluate their multi-agent systems in a simulated world. In addition to providing a better-defined and predictable debugging environment, a good simulator can also help evaluate and quantify aspects of multi-agent system and multi-agent coordination in a controlled environment through repeated experiments. In this paper we will describe the simulator we built, which uses the TÆMS modeling language as its primary knowledge representation. We will also present two multi-agent environments built using these tools and how the simulator can be used to effectively implement and test multi-agent systems.

1 Motivations for a Simulated World
As researchers in multi-agent systems, we hope to build, deploy, and most importantly evaluate multi-agent systems in real, open environments. Unfortunately,
working in such environments usually implies we expend significant energy on resolving issues orthogonal to the initial goals of the research, such as dealing with the knowledge engineering and low-level system integration issues. To avoid such overhead many researchers choose to implement, test and evaluate their multi-agent systems in a simulated world. In addition to providing a better-defined and predictable debugging environment, a good simulator can also help evaluate and quantify aspects of multi-agent system and multi-agent coordination in a controlled environment through repeated experiments.

To be useful, a simulation environment should be carefully designed Hanks et al. define in [9] several characteristics a multi-agent simulator should possess. It should permit *exogenous* or unplanned events to occur. Because the system is closed, environmental *complexity* is required to make the simulation more realistic and applicable; ideally, the simulated world should react based on prior observations of the real world. For example, a network’s behavior may be based on actual network statistics. *Quality and cost* of sensing and effecting need to be explicitly represented in the testbed to simulate imperfect sensors and activators. It should also have a clean and reasonably complete interface that allows agents to ”observe” the world. *Multiple agents* must be able to act and interact in the simulated world. A *clean interface* between the agents and simulation controller is necessary. We elaborate on this by claiming that agents and simulator should run in separate processes or even different processors when possible - the communication between agents and simulator should not make any assumptions of the simulation’s configuration, such shared file systems or memory. A well-defined model of *time* is needed to make simulation deterministic. Events are defined by their occurrence in simulation time, which may be independent of real time.

We add to this list two other characteristics: *deterministic experimentation* and different *worldviews*. *Deterministic experimentation* is needed to compare different trials, as one must be sure what parameters vary between them. By allowing agents to have different *worldviews*, the designer can directly explore the ramifications of agents possessing incorrect beliefs. The second involves the ability to introduce uncertainty into agents’ beliefs what may come from either incorrect or approximate or incomplete knowledge. The manipulation of agents’ uncertainty we feel is the key to study how a MAS will function in an open, real environment.

Most of the existing MAS simulators concentrate on a state-based simulation, they are responsible for simulating the world and the effects of the agents’ actions. Simulators like SWARM ([12]) or MANTA ([5, 6]) were designed to simulate MAS with independent agent’s actions. MAGSY ([7]) and PHOENIX ([10]) on the other hand were designed to simulate interacting actions, but agent coordination is completely independent of the simulation. Because, we want to explicitly study agent coordination and evaluate protocols in different classes of problems,
none of those simulators fit our needs. We have used past experience [2, 13] to build a better environment.

In this paper we will describe the simulator we built, which uses the TÆMS modeling language as its primary knowledge representation. We will also present two multi-agent environments built using these tools and how the simulator can be used to effectively implement and test multi-agent systems.

2 TÆMS as a Simulator Knowledge Representation

TÆMS[4] is a task modeling language that can be used to represent agent activities. It models planned actions, candidate activities, and alternative solution paths from a quantified perspective, by using a task decomposition tree. In this design, the root nodes of the structure, or task groups, represent goals the agent can achieve. Internal nodes, or tasks, represent sub-goals and provide the organizational structure for primitive executable methods, which reside at the leaves of the tree. Each method is characterized along three dimensions: quality, which the agent hopes to maximize, cost, which the agent tries to minimize, and duration, which describes the time required to executing the method. The dimensions themselves are discrete distributions, so each probability/value pair represents a potential result for the characteristic in question. In structure TÆMS is very close to HTN (Hierarchical Task Network) or TCA (Task Control Architecture) approaches. TÆMS extends the HTN approach by replacing the logical decomposition (AND and OR) of tasks by a continuous function (called quality accumulation function or qaf) that defines how to accumulate the quality dimension based on the sub-task quality. For example, instead of having AND decomposition that require all the sub-tasks to be completed, TÆMS defines the similar decomposition $q_{\text{min}}$ that also require all the sub-tasks to be completed but also specify that the quality of the task is the minimum of all sub-tasks quality. Another important ability of TÆMS is its capacity to represent relationships between methods or tasks. For example, if method $A$ must successfully complete before $B$ can be started, we say that $A$ enables $B$. Other interrelationship types include disables, hinders, and facilitates. Any of those relationships could be defined locally in an agent or across agents. Resources consumed or produced by tasks and methods can be represented using a different kind of interrelationship, which quantifies those effects. The effects that can occur by exceeding the bounds on the use a resource may be similarly described. In addition to describe characteristics local to the agent, TÆMS models also permit the designer (or agent) to represent elements associated with other agents. Thus, this same structure can allow the agent to reason both about its own internal state and as well the potential capabilities and interactions of other agents.
Figure 1 shows an example of a TÆMS task structure, describing the abilities of a coffee maker agent in a simulated intelligent home populated with agents controlling different appliances and resources [11]. According to this model, the agent has a single goal of **Make-Coffee**, which can be achieved by acquiring the ingredients and then heating the coffee. The \( q_{af} \) for Make-Coffee is \( q_{\text{sum}} \), which indicates that the final quality of this task is the sum of **Acquire-Ingredients** and **Heat-Coffee**. On the left side of the figure one can see that as part of acquiring ingredients, the agent must obtain water, which it can do in two different ways: **Get-Hot-Water** and **Get-Cold-Water**. The \( q_{af} \) associated with **Fill-Water** is a \( q_{\text{max}} \) which take the maximum of the two sub-tasks (\( q_{\text{min}} \) is equivalent to an **OR**). These methods represent primitive actions the agent can perform, and are described in terms of their quality, cost and duration distributions. Using these descriptions, a scheduling or control component could reason about the tradeoffs of each action, and choose the most appropriate one given the agent’s current context. Once the agent has obtained water, it should also get the coffee. We have defined two ways to acquire coffee beans, from Starbucks and by using frozen beans. The task of acquiring coffee beans enables the fact that the agent may grind them, i.e. you can’t grind the beans until the agent has acquired them. Of course, if the agent is in a hurry, it can also just use instant coffee. The final step is to brew the coffee itself.

TÆMS can be used both as a subjective internal representation for agent reasoning or as an objective modeling language for formally specifying a problem. At the same time, we have found that it may also serve as a compact world representation for a simulation environment. An agent in such an environment will have several versions of the same TÆMS structure, which it uses internally.
simulation controller would have an equivalent task structure, which it will use to
determine and enforce the correct world model. The fact that the agents and simu-
lator’s view can be different also allows us to model situations where agents reason
about potentially incomplete or incorrect descriptions of the world. In these cases,
we say the agent has a subjective view it perceives to be true, while the simulator
uses an objective view that is the actual truth. This is how we model and simu-
late uncertainty in the agent belief and we do believe that it’s a key feature when
designing systems for working in dynamic, unpredictable environments.

TÆMS was developed originally to support agent reasoning, and to describe
instances where agents might need to coordinate over interrelated tasks. We also
found that it was a very compact representation for multi-agent simulation envi-
ronments because the relationships between objects (task, method, and resources)
were explicit. So if a particular action an agent might perform would consume five
units of resource A, it would have an explicit consumes interrelationship between
that method and resource A. In the next section, we will describe the TÆMS based
multi-agent system simulator we have built.

3 Multi-agent system simulator (MASS)

The Multi-Agent System Simulation MASS is a more advanced incarnation of the
TÆMS simulator created by Decker and Lesser in 1993. MASS is completely-
domain independent, all domain knowledge is obtained either from configuration
files or data received from agents working in the environment. Agents running
in the MASS environment use TÆMS a domain-independent, hierarchical rep-
resentation of an agent’s goals and capabilities (see Figure 2), to represent their
knowledge. To prevent any interference or assumption, MASS and the agents are
running in separate different processes, which provides a more accurate model of
how they would function under real conditions. This TÆMS model is also used to
supply the internal domain knowledge of the simulation controller. This fact, cou-
pled with a simple configuration mechanism and robust logging tools, make MASS
a good platform for rapid prototyping and evaluation of multi-agent systems. From
an agent’s point of view, MASS is acting like the world, we have made the sim-
ulation completely transparent for the agent. We have derived some basic agent’s
components (like the communication module or the execution module) to interface
with the simulator but no other components in the agent are aware of the simulator.
Using this object-oriented technique of subclassing offer a direct and immediate
transition from a simulated agent to a real agent by just replacing the MASS-aware
component by a normal one.

Figure 2 shows the overall design of MASS, and, at a high level, how it in-
interacts with the agents connected to it. On initialization, MASS reads its configuration, which defines the logging parameters, random seed, scripts (if any) and global sensor definitions. These are used to instantiate various subsystems and databases. When connected, agents will send additional information to be incorporated into this configuration, which allows environmental characteristics specific to the agent to be bundled with that agent. Arguably the most important piece of data arising from the agents is their TÆMS task structures, which are assimilated into the TÆMS database shown in the figure. By doing the assimilation, the simulator constructs the global objective TÆMS task structure. This global objective view will be used by the execution subsystem when the simulation is running to quantify both the characteristics of method execution and the effects interactions with resources and other actions have on that method. The resource manager is responsible for tracking the state of all resources in the environment, and the event engine manages the queue of events which represent tangible actions that are taking place (see section 3.1.2). The last component shown here, the communications module, maintains a TCP stream connection with each agent, and is responsible for routing the different kinds of messages between the agents and destinations within the controller. In the database part of the figure, we will describe in detail the external event generation (section 3.2) and the sensing mechanism (section 3.3).

The MASS controller has several tasks to perform while managing simulation. These include routing message traffic to the correct destination, providing hooks that allow agents to sense the virtual environment and managing the different resources utilized by the agents. Its primary role, however, is to simulate the ex-
cution of methods requested by the agents. The simulator uses the distributions in its global objective view to compute the values for method execution in terms of cost, quality, duration and resource consumption. Note also that those values are the typical case outcomes, the simulator will degrade results as necessary (lower quality, more cost or longer duration) if required resources are not available, or if execution is adversely affected by interactions with other methods. For example, the method **Visit-Starbucks** has the following distribution: 50% of the time it has a duration of 15 minutes and 50% 20 minutes\(^1\). In a more physical sense, this means that sometimes you can get to Starbucks in 15 minutes, and sometime you need 20 minutes. We don’t want to model road traffic, weather, or other possible disturbances in this scenario, the action is simplified to its base components. Based on this distribution, MASS will pick a value (randomly choosen based on the frequency, or density, of each possible result) - let’s say 15 minutes in this case. The simulator will then simulate the execution of **Visit-Starbucks**, which will normally complete in 15 minutes. It is important to note that at any time during the execution of the method, it is possible for an external event to affect that duration (or quality or cost). For example, it may be the case that another agent in the environment has performed an action that will hinder our trip to Starbucks in some way, adding two minutes to the total execution duration. The agent who had requested this execution will now be notified of its completion 17 minutes after starting it, instead of 15. The choice of how to handle this particular problem is left up to the agent itself.

The second responsibility consuming a large portion of the simulator’s attention is to act as a message router for the agents. Agents send and receive their messages through the simulator, which allows us to model adverse network conditions through unpredictable delays and transfer failures. This routing also plays an important role in the environment’s general determinism, as it permits control over the order of message receipt from one run to the next. Section 3.1.2 will describe this mechanism in more detail.

### 3.1 Controllable Simulation

In our simulated experiments, our goal is to compare the behavior of different algorithms in the same environment under the same conditions. To correctly replicate running conditions for a controlled simulation, the simulation should have a deterministic notion of time, a deterministic notion of randomness and a deterministic order of events. Two simulation techniques exist which we have exploited to achieve this behavior: discrete time and events. Discrete time simulation segments

---

\(^1\)The duration in TÆMS is actually a unitless value, we represent times in minutes here for clarity.
the environmental time line into a number of slices. In this model, the simulator begins a time slice by sending a pulse to all of the actors involved, which allows them to run for a period of (real) CPU time. In our model, a pulse does not represent a predefined quantity CPU time; each agent decides independently when to stop running; this allows agent performance to remain independent of the hardware it runs on. The second type of simulation is event-based, which means that the control is directed by events that force agents to react. The MASS simulator combines these by dividing time into a number of slices, during which events are used to internally represent actions and interact with the agents. In this model, agents then execute within discrete time slices, but are also notified of activity (method execution, message delivery, etc.) through event notification.

In the next section we will discuss discrete time simulation and the benefits that arise from using it. We will then describe the need for an event based simulation within a multi-agent environment.

### 3.1.1 Discrete time simulation

Because MASS utilizes a discrete notion of time, all agents running in the environment must be synchronized with the simulator’s time. To enable this synchronization, the simulator begins each time slice by sending each agent a “pulse” message. This pulse tells the agent it can resume local execution, so in a sense the agent functions by transforming the pulse to some amount of real CPU time on its local processor. This local activity can take an arbitrary amount of real time, up to several minutes if the action involves complex planning, but with respect to the simulator, and in the perceptions of other agents, it will take only one pulse. This technique has several advantages:

1. A series of actions will always require the same number of pulses, and thus will always be performed in the same amount of simulation time. The number of pulses is completely independent of where the action takes place, so performance will be independent of processor speed, available memory, competing processes, etc...

2. Events and execution requests will always take place at the same time. Note that this technique does not guarantee the ordering of these events within the time slice, which will be discussed later in this section.

Using this technique, we are able to control and reproduce the simulation to the granularity of the time pulse. Within the span of a single pulse however, many events may occur, the ordering of which can affect simulation results. Messages exchanged by agents arrive at the simulator and are converted to events to facilitate
control over how they are routed to their final destination. Just about everything coming from the agents, in fact, is converted to events; in the next section we will discuss how this is implemented and the advantages of using such a method.

3.1.2 Event based simulation

Events within our simulation environment are defined as actions which have a specific starting time and duration, and may be incrementally realized and inspected (with respect to our deterministic time line). Note that this is different from the notion of event as it is traditionally known in the simulation community, and is separate from the notion of the “event streams”, which are used internally by the agents in our environment.

All message traffic in the simulation environment is routed through the simulator, where it is instantiated as a message event. Similarly, execution results, resource modifiers or scripted actions are also represented as events within the simulation controller. We attempt to represent all activities as events both for consistency reasons and because of the ease with which such a representation can be monitored and controlled.

The most important classes of events in the simulator are the execution and message events. An execution event is created each time an agent uses the simulator to model a method’s execution. As with all events, execution events will define the method’s start time, usually immediately, and duration, which depends on the method’s probabilistic distribution as specified in the objective TÆMS task structure (see section 2). The execution event will also calculate the other qualities associated with a method’s execution, such as its cost, quality and resource usage. All interrelationships that could affect this method (for example enables from another agent) are checked and their effects integrated with the current method distribution. After being created, the execution event is inserted into the simulator’s time based event queue, where it will be represented in each of the time slots during which it exists. At the point of insertion, the simulator has computed, but not assigned, the expected final quality, cost, duration and resource usage for the method’s execution. These characteristics will be accrued (or reduced) incrementally as the action is performed, as long as no other events perturbate the system. Such perturbations can occur during the execution when forces outside of the method affect its outcome, such as a limiting resource or interaction with another execution method. For example, if during this method’s execution, another executing method overloads a resource required by the first execution, the performance of the first will be degraded. The simulator models this interaction by creating a “limiting event”, which can change one or more of the performance vectors of the execution (cost, quality, duration) as needed. The exact representation of this change is also defined
in the simulator’s objective TÆMS structure.

Real activities may be also incorporated into the MASS environment by allowing agents to notify the controller when it has performed some activity. Using this mechanism, an agent may execute some method locally, generating actual results in the process. When completed, it then reports these results to the simulator, which updates its local view accordingly to maintain a consistent state. Agents may then be incrementally generated to meet real world requirements by adding real capabilities piecemeal, and using MASS to simulate the rest.

The other important class of event is the message event, which is used to model the network traffic, which occurs between agents. Instead of communicating directly between themselves, when a message needs to be sent from one agent to another (or to the group), it is routed through the simulator. The event’s lifetime in the simulation event queue represents the travel time the message would use if it were sent directly, so by controlling the duration of the event it is possible to model different network conditions. More interesting network behavior can be modeled by corrupting or dropping the contents of the message event. Like execution events, the message event may also be influenced by other events in the system, so a large number of co-occurring message events might cause one another to be delayed or lost.

To prevent non-deterministic behavior and race conditions in our simulation environment, we utilize a kind of “controlled randomness” to order the realization of events within a given time pulse. When all of the agents have completed their pulse activity (e.g. they have successfully acknowledged the pulse message), the simulator can work with the accumulated events for that time slot. The simulator begins this process by generating a unique number or hash key for each event in the time slot. It uses these keys to sort the events into an ordered list. It then deterministically shuffles this list before working through it, realizing each event in turn. This shuffling technique, coupled with control over the random function’s initial seed, forces the events to be processed in the same order during subsequent runs without unfairly weighting a certain class of events (as would take place if we simply processed the sorted list). This makes our simulation completely deterministic, without sacrificing the unpredictable nature a real world environment would have.

3.2 External Event Scripting

MASS includes an event scripting mechanism that permits the creation of a wide range of events capable of changing simulation characteristics. Using this mechanism, event generation can be triggered by any combination of characteristics such as time, resource’s state, agent activity or sensor data. Script effects may generate
arbitrary network data, disconnect agents or even modify their internal state. The reactions we have found to be most useful are resource related. Using a script, it is possible to change the state of any resource for an arbitrary period of time, including its current level and upper and lower bounds. Scripting also provides an additional mechanism by which we can simulate both external influences and internal agent behaviors. The following scenarios demonstrate how this can be accomplished:

- Change the maximum/minimum usage bound for a resource for some period of time. This can be used to simulate a resource that has temporal capacity fluctuations, as is seen in network bandwidth.

- Permanently alter the maximum/minimum usage bound, or currently available quantity, to model an upgraded or damaged resource.

- Continuously adjusts a resource’s level value over a period of time, or until some other event occurs. This can be used to simulate a leaky resource, or one being used by a non-agent entity, and the results of a repair mechanism.

- Change resource sensor characteristics, simulating damage or repair to that component.

- Modify or insert a new TÆMS task structure in an agent, which might indicate a new set of goals or a more refined view of local, remote or environmental capabilities. This is particularly useful for simulating planner, plan retriever or domain problem solving capabilities that are not implemented in the agent. The designer of the simulation can generate appropriate structures a-priori which are then supplied to the agent by the simulator. For the agent, those new structures are treated as if they were generated locally at runtime.

- Modify the execution characteristics of a particular method, to mimic the effects of an adversarial intrusion.

### 3.3 Sensor Simulation

To provide sensing capabilities, we have defined a mechanism that allows agents to read environmental information from the simulated world via the controller. Our goal was to make the interface generic, so agents could actively gather information on subjects ranging from the current time to the current noise level in a room to the location of another agent in the system. Within the simulator one or more sensor objects can be created, each of which can access a particular environmental
characteristic with some amount of precision. Sensors that return arbitrary data (as number of agents in the simulation, address of a matchmaker) are also possible.

Multiple sensor objects may be defined to access the same environmental characteristic, but with different precision levels and agent access privileges. This allows us to model different sensing capabilities and damaged or faulty sensors, and explore scenarios involving redundant and/or conflicting sensor results.

As an example, suppose the Dishwasher agent in the intelligent Home is able to sense the current noise level, but the simulator will return the sensed level adjusted by up to 5% of its real value. Meanwhile, the Vacuum agent might read the value with perfect precision. So if the current level is 76 dB, the Dishwasher can receive a reading anywhere from 72.2 to 79.8, while Vacuum will always know the correct value of 76.

## 4 Experiences

Using TÆMS, we have developed several simulation environments, including an Intelligent Home system, and a new (still under development) supply chain system involving 20 agents. In this section, we will show how we used MASS and TÆMS for those two testbeds.

### 4.1 Intelligent Home project

The first project developed with MASS was the Intelligent Home project. In this environment, we have populated a house with intelligent appliances, capable of working towards goals, interacting with their environment and reasoning about tradeoffs. The goal of this testbed was to develop a number of specific agents that negotiate over the environmental resources needed to perform their tasks, while respecting global deadlines on those tasks. The testbed was developed to explore different types of coordination protocols and compare them. The specific idea was to compare the performance of specialized protocols (such as seen in [11]) against generic protocols (like Contract-Net[1] and GPGP[3]). MASS was used to build a "regular day in the house" - it simulates the tasks requested by the occupants, maintains the status of all environmental resources, simulates agent interactions with the house and resources, and manages sensors available to the agents. Using MASS features, we can guarantee that events always occur at the same time in subsequent trials, and the only changes from one run to the next are due to changes in agent behavior. Such changes could be due to new reasoning activities by the agents, new protocols or new task characteristics. The designer, however, must explicitly make all those changes, so their impact may be easily quantified and
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measured.

The Intelligent Home project includes 9 agents (dishwasher, dryer, washing machine, coffee maker, robots, heater, air conditioner, water-heater) and were running for 1440 simulated minutes (24 hours). Several simulations were run with different resource levels, to test if our *ad-hoc* protocols could scale up with the increasing number of resource conflicts. Space limitations prevent a complete report of the project here, more complete results can be found in [11]. Instead, we will give a synopsis of a small scenario, which also makes use of diagnosis-based reorganization [?].

A dishwasher and water heater exist in the house, related by the fact that the dishwasher uses the hot water the water heater produces. Under normal circumstances, the dishwasher assumes sufficient water will be available for it to operate, since the water heater will attempt to maintain a consistent level in the tank at all times. Because of this assumption, and the desire to reduce unnecessary network activity, the initial organization between the agents says that coordination is unnecessary between the two agents. In our scenario, we examine what happens when this assumption fails, perhaps because the owner decides to take a shower at a conflicting time (i.e. there might be a preexisting assumption that showers only take place in the morning), or if the water heater is put into “conservation mode” and thus only produces hot water when requested to do so. When this occurs, the dishwasher will no longer have sufficient resources to perform its task. Lacking adaptive capabilities, the dishwasher could repeatedly progress as normal but do a poor job of dishwashing, or do no washing at all because of insufficient amounts of hot water. We determined that using a diagnostics engine the dishwasher could, as a result of poor performance observed through internal sensors or user feedback, first determine that a required resource is missing, and then that the resource was not being coordinated over - the dishwasher did not explicitly communicate its water requirements to the water heater. By itself, this would be sufficient to produce a preliminary diagnosis the dishwasher could act upon simply by making use of a resource coordination protocol. This diagnosis would then be used to change the organizational structure to indicate that explicit coordination should be performed over hot water usage. Later, after reviewing its modified assumptions, new experiences or interactions with the water heater, it could also refine and validate this diagnosis, and perhaps update its assumptions to note that there are certain times during the day or water requirement thresholds when coordination is recommended.
4.2 Supply Chain

The supply chain is a new project that involves up to 20 agents. Each agent represents a factory, which produces resources by consuming other resources. The problem is thus one of obtaining the necessary components from other factories in the environment, which in turn may need to obtain other resources for their local production. Each factory bids on contracts for supplying other factories, potentially cascading their needs to others factories. The simulator, by generating requests for final products supplies the "consumer" demand. In our testbed, we have used the PC manufacturing industry. A Consumer will order a number of PC systems per day, through distribution center like Best Buy or CompUSA. If those distribution centers don’t have sufficient local reserves to satisfy the request, they will react by sending other bids for other resources required satisfying the requests.

In this testbed, MASS allows us to simulate different agents at different locations, which forces agents to take account transportation between locations. MASS natively defines the notion of a locale (a spatial location, potentially associated with local resources and sensors), so each agent will be in a different locale with its own storage for goods. Locales in MASS can also be hierarchical; sub-locales can be defined to specialize where resources are stored. This could be as complex as needed, but our initial approach to the supply chain testbed is to break down locals by town, in which factories may be located. The connections allowed between locales are arbitrary; in this case, we have defined two types of connections: highways and airlines. The type of connection that is used to ship goods will affect the shipment price and duration. MASS is able to compute the expected cost, duration and quality for transferring goods, depending of the connection you will use, and external events may also affects those values (to simulate a snow storm at an airport, for instance).

We envision this testbed growing up to 100 agents, which will MASS to be extended to support such large communities. To address this issue, we plan on distributing MASS as a hierarchy or graph of simulators, synchronized from one primary controller.

5 Conclusions and extensions

MASS was successfully used to develop and evaluate multi-agent system up to 20 agents. Even if those simulations work, they are involving a limited number of agents. Our next goal is to build a system with more than 100 agents using a distributed version of MASS. We are also working on integrating MASS and the DECAF [8] architecture from the University of Delaware to allow people to use MASS with their own agent architecture.
Based on those experiments, we found that MASS has a lot of necessary features for multi-agent systems: using the scripting language built-in has allowed us to have only single point of configuration for the simulation. It was also easy to use the scripting language to simulate component we didn’t have like a domain problem solver (we use the simulator to send to an agent some new TÆMS task structure based on its previous execution). It was also useful for debugging to be able to rerun the same simulation over and over.
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