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1 Extended Abstract

A central challenge in building advanced sensor networks will be the development of
distributed and robust control for such networks that scales to thousands of intelligent
sensors [8]. Appropriately structuring where and when control and interpretation ac-
tivities are done is key to the effective operation of the network. This structuring must
be adaptive to changing network conditions such as new sensors being added, existing
sensors malfunctioning, and communication and processor resource modifications.
Together with this adaptive re-structuring of long-term roles and responsibilities,
there is also a need for short-term adaptivity related to the dynamic allocation of sen-
sors. This involves allocating the appropriate configuration of sensing/processing re-
sources for effectively sensing the phenomena but also the resolution of conflicting
resource assignments that may occur when there are multiple phenomena occurring in
the environment that need to be tracked concurrently. More generally, this structuring
can be thought of as organizational control. Organizational control is a multilevel
control approach in which organizational goals, roles, and responsibilities are dy-
namically developed, distributed, and maintained to serve as guidelines for making
detailed operational control decisions by the individual agents. The parameters guid-
ing the creation and adaptation of the organization can have a dramatic impact on the
performance of the sensor network.  We have recently completed work on a small-
scale sensor network (approximately 36 low-cost, adjustable radar nodes) for multi-
vehicle tracking [5,7], that exemplifies in a simplified form many of the issues dis-
cussed above (see Fig. 1). This lecture will discuss how we approached the design of
the sensor network and what technologies we needed to develop.

The sensor network hardware configuration consists of sensor platforms that have
three scanning regions, each with a 120-degree arc encircling the sensor (see Fig. 1,
top left). Only one of these regions can be used to perform measurements at a time.
The communication medium uses a low-speed, unreliable, radio-frequency (RF) sys-
tem over eight separate channels. Messages cannot be both transmitted and received
simultaneously regardless of channel assignment, and no two agents can transmit on a
single channel at the same time without causing interference. The sensor platforms are
capable  of locally hosting  one or more  processes, which share a common CPU (in
this case a commodity PC and signal processing hardware). The goal of this applica-
tion is to track one or more targets that are moving through the sensor environment (in
this case model railroad trains traveling on railroad tracks whose pattern is unknown,
see Fig. 1: top right). The radar sensor measurements consist of only amplitude and



2      Victor Lesser

frequency values, so no one sensor has the ability to precisely determine the location
of a target by itself. The sensors must therefore be organized and coordinated in a
manner that permits their measurements to be used for triangulation.

Fig. 1. Sensor Network. Top left: radar unit with three sensing heads. Top right: vehicle being
tracked. Bottom: an example configuration with 35 sensors and 3 vehicles

The need to triangulate a target�s position requires frequent, closely coordinated
actions amongst the agents, ideally three or more sensors performing their measure-
ments at the same time. In order to produce an accurate track, the sensors must there-
fore minimize the amount of time between measurements during triangulation, and
maximize the number of triangulated positions. Ignoring resources, an optimal track-
ing solution would have all agents capable of tracking the target taking measurements
at the same precise time as frequently as possible. Restrictive communication and
computation, however, limits our ability to coordinate and implement such an aggres-
sive strategy. Low communication bandwidth hinders complex coordination and ne-
gotiation, limited processor power prevents exhaustive planning and scheduling, and
restricted sensor usage creates a trade-off between discovering new targets and track-
ing existing ones. These considerations led us to an overall design philosophy that in-
cludes the use of an agent organization and satisficing behavior in all aspects of
problem solving.

Our approach is built upon a soft, real-time agent architecture called SRTA, which
we constructed as part of this effort [6]. The SRTA architecture provides a robust
planning, scheduling and execution subsystem capable of quantitatively reasoning
over deadlines and resource constraints. This provides a useful layer of abstraction,
enabling the agent�s higher level reasoning components to operate at a more tractable
level of granularity, without sacrificing fine-grained control and reactivity.

Built upon this agent architecture is a virtual agent organization based on parti-
tioning the environment into geographically self-contained sectors each with its own
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local management. Each of these sectors has a sector manager, a role in the organiza-
tion which has several responsibilities associated with information flow and activity
within the sector.  Among these responsibilities is the dissemination of a scan sched-
ule to each of the sensors in its sector, specifying the rate and frequency that should
be used to scan for new targets.  This information is used by each sensor to create a
description of the scanning task, which is in turn used by the SRTA architecture to
schedule local activities.  When a new target is detected, the sector manager selects a
track manager, a different organization role responsible for tracking that target as it
moves through the environment. This allocation process uses an abstract view of what
activities are presently being conducted in the sector to make a choice that load bal-
ances processor and communication requirements. Track manager activities entail es-
timating future location and heading, gathering available sensor information, re-
questing and negotiating over the sensors, and fusing the data they produce. Upon
receipt of such a commitment to perform tracking, a sensor takes on a data collection
role.  Like the scan schedule, these commitments are used to generate task descrip-
tions used by SRTA to schedule local activities.  If conflicting commitments are re-
ceived by a sensor that imply that the agent has been asked to perform multiple con-
current data collection roles, SRTA will attempt to satisfy all requests as best
possible.  This provides a window of marginal quality in which a conflict can be de-
tected and then potentially resolved through negotiation with the competing agent to
find an equitable long-term solution.  As data is gathered, is it fused and interpreted to
estimate the target's location, which allows the process to continue. We call this a
virtual agent organization since a particular sensor/processor node may be multiplex-
ing among different roles, e.g. sector manager and data collection. The SRTA archi-
tecture does the detail scheduling of activities associated with different roles based on
their priority and deadline. The planning and scheduling ability of the SRTA archi-
tecture also allows us to approach the dynamic allocation of sensors to tracking tasks
at an abstract level. Commitments made at this abstract level are then mapped into
detail allocations of sensor resources and data processing activities.

The organizational structuring we have discussed so far involves setting up long-
term patterns of control and information processing. There is also a need for setting
up more short-term and dynamic patterns involving the allocation of groups of sen-
sors (sensor platforms and sensor heads) to the tracking of the movement of a specific
vehicle. Since sensor heads have limited sensing range and orientation and the vehicle
is moving, this allocation process must be repeated as the current group of sensors be-
come inappropriate for tracking the vehicle. Further, the need for this allocation proc-
ess may be occurring simultaneously in different parts of the sensor network when
there are multiple vehicles moving in the environment. Finally, this allocation process
is intimately tied with information fusing activities that are tracking the current loca-
tions of vehicles and predicting where they are likely to be going. The real-time abil-
ity to do this prediction accurately is key to having sensing resources appropriately
allocated to sense the vehicle when it arrives in their sensing region. Resource con-
tention is introduced when more than one target enters the viewable range of the same
sensor platform.

This type of resource allocation can be too complex and time consuming to per-
form in a centralized manner when the environmental characteristics are both distrib-
uted and dynamic, because the costs associated with continuously centralizing the
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necessary information are impractical. Negotiation, a form of distributed search [12]
has been viewed as a viable alternative to handling complex searches that include
multi-linked interacting subproblems [1]. Researchers in this domain have focused
primarily on resource allocation scenarios that are formulated as distributed constraint
satisfaction problems [11,13]. In our approach, we extend this classic formulation in
two ways. First, we introduce soft, real-time constraints on the protocol�s behavior.
These require the negotiation to adapt to the remaining available time, which is esti-
mated dynamically as a result of emerging environmental conditions. Second, we re-
formulate the resource allocation task as an optimization problem, and as with the
distributed Partial Constraint Satisfaction Problem (PCSP) [2,3,4], we use constraint
relaxation techniques to find a conflict-free solution while maximizing the social util-
ity of the tracking agents. Of course, when more than one tracking agent desires a
particular resource these two goals may contradict each other.

Our approach, called SPAM (The Scalable Protocol for Anytime Multi-level nego-
tiation [9,10]), is a real-time, distributed, mediation-based negotiation protocol that
takes advantage of the cooperative nature of the agents in the environment to maxi-
mize social utility. By mediation based, we are referring to the ability of each of the
agents to act in a mediator capacity when resource conflicts are recognized. As a me-
diator, an agent gains a localized, partial view of the global allocation problem and
makes suggestions to the allocations for each of the agents involved in the mediation.
This allows the mediator to identify over-constrained subproblems and make sugges-
tions to eliminate such conditions. In addition, the mediator can perform a localized
arc-consistency check, which potentially allows large parts of the search space to be
eliminated. Together with the fact that regions of mediation overlap, the agents rap-
idly converge on solutions that are in most cases good enough and fast enough. Over-
all, the protocol has many characteristics in common with distributed breakout [14],
particularly its distributed hill-climbing nature and the ability to exploit parallelism by
having multiple negotiations occur simultaneously.

In summary, the use of a sophisticated agent architecture (that includes capabilities
for planning and scheduling) and distributed resource allocation mechanisms for
short-term agent control and resource allocation, together with an organization struc-
ture for long-term agent control, create a powerful paradigm for building the next
generation of large scale and intelligent sensor networks.  More generally, we see
these techniques as applicable to the building of advanced multi-agent applications.
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