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Abstract

The design of organizations or other coordination mech-
anisms for groups of computational agents, either inter-
acting with one another or with people, depends cru-
cially on the task environment of which they are a part.
Such dependencies include the structure of the environ-
ment (the particular kinds and patterns of interrelation-
ships that occur between tasks) and the uncertainty in
the environment (both in the a priori structure of any
episode within an environment and in the outcomes of
an agent’s actions). Designing organizations also de-
pends on properties of the agents themselves—Dbut this
has been studied more thoroughly by other researchers.
The central idea is that the design of coordination mech-
anisms cannot rely on the principled construction of
agents alone, but must rely on the structure and other
characteristics of the task environment—for example,
the presence of uncertainty and concomitant high vari-
ance in a structure. Furthermore, this structure can and
should be used as the central guide to the design of co-
ordination mechanisms, and thus must be a part of any
comprehensive theory of coordination.

This working paper will briefly describe our model-
ing framework, TAMS, for representing abstract task
environments. We will also briefly describe a fam-
ily of domain-independent, team-oriented coordination
algorithms called Generalized partial Global Planning
(GPGP). Having a family of algorithms allows us to
tailor the algorithm to the environment (or even a spe-
cific situation). We will give an example of an analysis
inspired by Burton and Obel’s work on organizational
structure and technology decomposability.

Introduction

We have developed a task environment-oriented modeling
framework called TEMS (Task Analysis, Environment Mod-
eling, and Simulation) that features careful attention to the
quantitative computational interrelationships between tasks,
to what information is available (and when) to update an
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agent’s mental state, and to the general structure of the task
environment rather than single-instance examples [Decker
and Lesser, 1993d; Decker and Lesser, 1993e]. Our task
environment models can be used for both the analysis and
simulation of coordination algorithms, and also to design
organizational structures that are well-adapted to particular
task environments.

The form of the TEMS framework is more detailed in struc-
ture than many organizational-theoretic models of organiza-
tional environments, such as Thompson’s notions of pooled,
sequential, and reciprocal processes [Thompson, 19671, Bur-
ton and Obel’s linear programs [Burton and Obel, 1984],
or Malone’s queueing models [Malone, 1987]. It is in-
fluenced by the importance of environmental uncertainty
and dependency that appear in contingency-theoretic and
open systems views of organizations [Lawrence and Lorsch,
1967; Galbraith, 1977; Scott, 1987; Stinchcombe, 1990].
TAMS allows the quantitative operationalization of many
organizational-theoretic environmental concepts, especially
various dependencies and uncertainties (see the decompos-
ability example, from [Burton and Obel, 1984], later in
this paper) that are the basis of both contingency theo-
retic and transaction cost economic (i.e. [Williamson, 1975;
Moe, 1984]) views of organizations. The observation that no
single organization or coordination mechanism is ‘the best’
across environments, problem-solving instances, or even par-
ticular situations is also common in the study of cooperative
distributed problem solving [Fox, 1981; Durfee ez al., 1987;
Durfee and Montgomery, 1991; Decker and Lesser, 1993b].
Key features of task environments demonstrated in both these
threads of work that lead to different coordination mecha-
nisms include those related to the structure of the environ-
ment (what we will call task interrelationships) and environ-
mental uncertainty.

Uncertainty. Less uncertainty in the environment means
less uncertainty in the existence and extent of the task in-
terdependencies, and less uncertainty in local scheduling—
therefore the agents need less complex coordination behav-
iors (communication, negotiation, partial plans, etc) For ex-
ample, one can have cooperation without communication
[Genesereth ez al,, 1986] if certain facts are known about the
task structure by all agents. Sometimes agents will not have
a priori information about the structure of an episode, but
they will be able to get information about a subset of the
structure after the start of problem solving—no single agent
working alone will be able to construct a view of the entire



problem facing the group. Some of this uncertainty may arise
from disparities in the objective (real) task structure and the
subjective (agent-believed) task structure, either initially or as
the situation evolves over time.

Task interrelationships. Task interrelationshipsinclude the
relationships of tasks to the performance criteria by which we
will evaluate a system, to the control decision structures of the
agents which make up a system, and to the performance of
other tasks. The TAMS objective subtask relationship indi-
cates the relationship of tasks to system performance criteria;
the subjective mapping indicates the initial beliefs available
to an agent’s control decision structures; various non-local
effects such as enables and facilitates indicate how the exe-
cution of one task affects the duration or quality of another
task. Fach relationship is quantitatively defined. When a
relationship extends between parts of a task structure that are
subjectively believed by different agents, we call it a coordina-
tion relationship. The basic idea behind Generalized Partial
Global Planning (GPGP) is to detect and respond appropri-
ately to these quantitative coordination relationships.

The main thrust of this working paper is to present TEMS
as a framework that can be used for computational organi-
zation design; the remainder of this paper will give a brief
overview of TAMS, a simple architecture for agents working
ina TZEMS environment, a brief overview of the GPGP family
of team-oriented coordination algorithms, and an example of
a simple analysis. Finally we will discuss how we can extend
our analyses to more complex, hierarchical organizational
structures.

Short Overview of TEMS

The principle purpose of a TEMS model is to analyze, explain,
or predict the performance of a system or some component.
While TZEMS does not establish a particular performance crite-
ria, it focuses on providing two kinds of multi-criteria perfor-
mance information: the temporal intervals of task executions,
and the quality of the execution or its result. Quality is an
intentionally vaguely-defined term that must be instantiated
for a particular environment and performance criteria. Ex-
amples of guality measures (which can be vectors) include the
precision, belief, or completeness of a task result. TAMS mod-
els describe how several quantities—the quality produced by
executing a task, the time taken to perform that task, the
time when a task can be started, its deadline, and whether
the task is necessary at all—are affected by the execution of
other tasks.

A TAMS model of environmental and task characteristics
has three levels: objective, subjective, and generative. The
objective level describes the essential, ‘real’ task structure of
a particular problem-solving situation or instance over time.
The subjective level describes the agents’ view of the situation.
A subjective level model is essential for evaluating coordina-
tion algorithms, because while individual behavior and sys-
tem performance can be measured objectively, agents must
make decisions with only subjective information.! Finally,
the generative level describes the statistical characteristics of

n organizational theoretic terms, subjective perception can be
used to predict agent actions or outputs, while unperceived, objec-
tive environmental characteristics affect performance (or outcomes)

[Scott, 1987].

the objective and subjective situations in a domain. A gen-
erative level model consists of a description of the generative
processes or distributions from which the range of alterna-
tive problem instances can be derived, and is used to study
performance over a range of problems in an environment.

A problem instance (called an ¢pisode E) is defined as
a set of task groups, each with a deadline D(7), such as
E ={T1,T2,..., Tn). The task groups (or subtasks within
them) may arrive at different times. While task groups are in-
dependent of one another computationally?, the tasks within
a single task group are in general not independent. Figure 2
shows two objective task groups, and Figure 3 shows agent
A’s initial subjective view of that task group. A task group
consists of a set of tasks related to one another by a subtask
relationship that forms an acyclic graph (here, a tree). The
circles higher up in the tree represent various subtasks in-
volved in the task group, and indicate precisely how quality
will accrue depending on what leaf tasks are executed and
when. Tasks at the leaves of the tree (without subtasks) rep-
resent methods, which are the actual computations or actions
the agent will execute (in the figure, these are shown as boxes).
The arrows between tasks and/or methods indicate other task
interrelationships where the execution of some method will
have a positive or negative effect on the quality or duration
of another method. The presence of these interrelationships
make this an NP-hard scheduling problem; further compli-
cating factors for an agent’s local scheduler include the fact
that multiple agents are executing related methods, that some
methods are redundant (executable at more than one agent),
and that the subjective task structure may differ from the
real objective structure. This notation and associated se-
mantics are formally defined in [Decker and Lesser, 1993d;
Decker and Lesser, 1993e].

Hospital Patient Scheduling Example

Let’s look at a brief example of a TEMS task structure model
in terms of its ability to reason about organizational decision
making. The following description is from an actual case
study [Ow ez al, 1989]:

Patients in General Hospital reside in units that are or-
ganized by branches of medicine, such as orthopedics or
neurosurgery. Each day, physicians request certain tests
and)or therapy to be performed as a part of the diagnosis
and treatment of a patient. [...] Tests are performed by
separate, independent, and distally located ancillary de-
partments in the hospital. The radiology department, for
example, provides X-ray services and may receive requests
from a number of different units in the hospital.

Furthermore, each test may interact with other tests in
relationships such as enables, requires—delay (must be per-
formed after), and inhibits (test A’s performance invalidates
test B’s result if A is performed during specified time period
relative to B). Note that the unit secretaries (as scheduling
agents) try to minimize the patients’ stays in the hospital,
while the ancillary secretaries (as scheduling agents) try to
maximize equipment use (throughput) and minimize setup
times.

2 Except for the use of the processor(s) or other physical resources

[Decker and Lesser, 1993e].
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Figure 1: High-level, subjective task structure for a typical hospital patient scheduling episode. The top task in each ancillary is really the same

objective entity as the unit task it is linked to in the diagram.

Figure 1 shows an subjective TEMS task structure corre-
sponding to an episode in this domain, and the subjective
views of the unit and ancillary scheduling agents after four
tests have been ordered. Note that quite a bit of detail
can be captured in just the ‘computational’ aspects of the
environment—in this case, the tasks use peoples’ time, not
a computer’s. However, TEMS can model in more detail the
physical resources and job shop characteristics of the ancillar-
ies if necessary [Decker and Lesser, 1993e]. Such detail is not
necessary for us to analyze the protocols developed by [Ow
et al., 1989], who propose a primary unit-ancillary protocol
and a secondary ancillary-ancillary protocol.

We use min (AND) to represent quality accrual because in
general neither the nursing units nor ancillaries can change
the doctor’s orders—all tests must be done as prescribed. We
have added two new non-local effects: requires—delay and
inhibits. The first effect says that a certain amount § of
time must pass after executing one method before the second
is enabled. The second relationship, A inhibits B, means
that B will not produce any quality if executed in a certain
window of time relative to the execution of A, and can be
defined in a similar manner.

Analysis in TEMS

The methodology we have been building uses the TEMS
framework and other DAI formalisms to build and chain to-
gether statistical models of coordination behavior that focus
on the sources of uncertainty or variance in the environment
and agents, and their effect on the (potentially multi-criteria)
performance of the agents. For example, we have used this
methodology to develop expressions for the expected value
of, and confidence intervals on, the time of termination of a
set of agents in any arbitrary simple distributed sensor net-
work environment that has a static organizational structure
and coordination algorithm [Decker and Lesser, 1993b]. We
have also used this model to analyze a dynamic, one-shot

reorganization algorithm (and have shown when the extra
overhead is worthwhile versus the static algorithm) [Decker
and Lesser, 1993c]. In each case we can predict the effects
of adding more agents, changing the relative cost of commu-
nication and computation, and changing how the agents are
organized (in this case, by changing the range and overlap
of their capabilities). These results were achieved by direct
mathematical analysis of the model and verified through sim-
ulation in TAMS. We will omit the details here and refer the
reader to our papers.

An Agent Architecture

The TAMS framework makes very few assumptions about the
architecture of agents—agents are loci of belief and action.
Agents have some control mechanism that decides on actions
given the agent’s current beliefs. There are three classes of ac-
tions: method execution, communication, and information
gathering. Method execution actions cause quality to accrue
in a task group (as indicated by the task structure). Com-
munication actions are used to send the results of method
executions (which in turn may trigger the effects of various
task interrelationships) or meta-level information. Informa-
tion gathering actions add newly arriving task structures, or
new communications, to an agent’s set of beliefs. Formally,
we write BY (z) to mean agent A subjectively believes z at
time ¢ [Shoham, 1991]. We will shorten this to B(z) when
we don’t have a particular agent or time in mind.

The GPGP family of coordination algorithms makes
stronger assumptions than TZEMS about the agent architec-
ture. Most importantly, it assumes the presence of a local
scheduling mechanism that can decide what method exe-
cution actions should take place and when, which will be
described in the next section. It assumes that agents do not
intentionally lie and that they believe what they are told.



The Local Scheduler

Fach GPGP agent contains a local scheduler that takes
as input the current, subjectively believed task structure
and produces a schedule of what methods to execute and
when. It chooses these methods in an attempt to maxi-
mize a pre-defined utility measure; in this paper the utility
function is the sum of the task group qualities: U(E) =
Y.7eg Q(T,D(T)), where Q(T,t) denotes the quality of
T at time ¢ as defined in [Decker and Lesser, 1993d].2

Beside the subjective task structure, the local scheduler
should accept a set of commitments C from the coordination
component. These commitments are extra constraints on
the schedules that are produced by the local scheduler. For
example, if method 1 is executable by agent A and method
2 is executable by agent B, and the methods are redundant,
then agent A’s coordination mechanism may commit agent A
to do method 1 both locally and socially (commitments are
directed to particular agents in the sense of [Shoham, 1991;
Castelfranchi, 1993]) by communicating this commitment to
B (so that agent B’s coordination mechanism records agent
A’s commitment, see the description of non-local commit-
ments NLC next).

The final piece of information that is used by the local
scheduler is the set of non-local commitments made by other
agents NLC. This information can be used by the local
scheduler to coordinate actions between agents. For example
the local scheduler should have the property that, if method
My is executable by agent A and enables method Mj at
agent B (and agent B knows this), then if agent A makes a
commitment to B to communicate the results of M by time
t, B will only schedule My after time#.* Thus we may define
the local scheduler as a function LS(E, C, NLC) returning
a set of schedules § = {51, Sa,...,Sm}. More detailed
information about this kind of interface between the local
scheduler and the coordination component may be found in

[Garvey et al., 1994].

The GPGP Coordination Modules
The GPGP algorithm family specifies three basic areas of the

agent’s coordination behavior: how and when to communi-
cate and construct non-local views of the current problem
solving situation; how and when to exchange the partial re-
sults of problem solving; how and when to make and break
commitments to other agents about what results will be avail-
able and when.® The coordination mechanism supplies non-
local views of problem solving to the local scheduler, includ-
ing non-local commitments about whar non-local results will
be available locally, and when they will be available.

The five modules described in [Decker and Lesser, 1994]
form a basic set that provides similar functionality to the orig-
inal partial global planning algorithm as explained in [Decker

®Note that quality does not accrue after a task group’s deadline.

*Of course in general a local scheduler cannot be optimal, and
this holds for human agents as well. We can explore other models
of local scheduling, prioritization, attention, style, etc. [March and
Simon, 1958]. Some work is already being done in this area [Lin
and Carley, 1993; Kunz et al, 1993].

5The use of commitments in the GPGP family of algorithms is
based on the ideas of many researchers [Cohen and Levesque, 1990;

Shoham, 1991; Castelfranchi, 1993; Jennings, 1993].

and Lesser, 1992]. Module 1 exchanges useful private views
of task structures; Module 2 communicates results; Mod-
ule 3 handles redundant methods; Modules 4 and 5 handle
hard and soft coordination relationships. More modules have
been designed, such as a load-balancing module. The mod-
ules are independent in the sense that they can be used in any
combination.

Simulation Example

Simulation is a useful tool for learning parameters to con-
trol algorithms, for quickly exploring the behavior space of
a new control algorithm, and for conducting controlled, re-
peatable experiments when direct mathematical analysis is
unwarranted or too complex. The simulation system we
have built for the direct execution of models in the TAMS
framework supports, for example, the collection of paired re-
sponse data, where different or ablated coordination or local
scheduling algorithms can be compared on identical instances
of a wide variety of situations (generated using the generative
level of the model). We have used simulation to explore the
effect of exploiting the presence of facilitation between tasks
in a multi-agent real-time environment where no quality is
accrued after a task’s deadline [Decker and Lesser, 1993al.
The environmental generative characteristics here included
the mean interarrival time for tasks, the likelihood of one
task facilitating another, and the strength of the facilitation
(¢q).

In contrast to the previous analytical work, in this section
we will consider the use of TAMS as a simulator to explore hy-
potheses about the interactions between environmental and
agent-structural characteristics. We use as an example a ques-
tion explored by Burton and Obel: is there a significant differ-
ence in performance due to either the choice of organizational
structure or the decomposability of technology®?

We equate a technology with a TEMS task structure, in-
stead of a linear program. Task structures allow us to use a
clear interval measure for decomposability, namely the prob-
ability of a task interrelationship (in this example enables,
facilitates, and overlaps). We define a nearly decomposable
task structure to have a base probability of 0.2 for these three
coordination relationships and a less decomposable task struc-
ture to have a base probability of 0.8 (see Figure 2). We will
continue in this example to look at purely computational task
structures, although the use of physical resources can also be
represented (see [Decker and Lesser, 1993e]).

Burton and Obel were exploring the difference in M-form
(multidivisional) and U-form (unitary—functional) hierar-
chical structures; we will analyze the GPGP family of team-
oriented coordination algorithms. For our structural variable
we will vary the communication of non-local views (GPGP
Module 1). Informally, we will be contrasting the situation
where each agent makes commitments and communicates
results based only on local information (70 non-local view)
with one where the agents freely share task structure infor-
mation with one another across coordination relationships
(partial non-local view). Figure 3 shows an example—note

® Technology is used here in the management science sense of “the
physical method by which resources are converted into products or
services” or a “means for doing work” [Burton and Obel, 1984;

Scott, 19871
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Figure 2: Example of a randomly generated objective task structure, generated with the parameters in the previous table.

that in neither case does the agent have the global view of
Figure 2.

Burton and Obel used a profitability index as their perfor-
mance measure, derived from the percentage of optimal profit
achieved. In general, the scheduling an arbitrary TAMS task
structure is an NP-hard problem and so we do not have ac-
cess to optimal solutions. Instead we compare performance
directly on four scales: the number of communication ac-
tions, the amount of time spent executing methods, the final
quality achieved, and the termination time. Simulation runs
for each of the four combinations of non-local view pol-
icy and level of task decomposability were done in matched
sets—the randomly generated episode was the same for each
combination with the exception of more coordination rela-
tionships (including more overlapping methods) being added
in the less decomposable task structures. Following Burton
and Obel, we used the non-parametric Friedman two-way
analysis of variance by ranks test for our hypotheses. The
assumptions of this test are that each block (in our case, ran-
domly generated episode) is independent of the others and
that each block contains matched observations that may be
ranked with respect to one another. The null hypothesis is
that the populations within each block are identical.

We generated 40 random episodes of a single task group,
each episode was replicated for the four combinations in each
block. We used teams consisting of 5 agents; the other param-
eters used in generating the task structures are summarized in
Table 1 and a typical randomly generated structure is shown
in Figure 2. Figure 3 shows the difference in the local view of
one agent with and without creating partial non-local views.
We first tested two major hypotheses:

Hypothesis 1: There is no difference in performance between
agents with a partial non-local view and those without. For
the communication and method execution performance
measures, we reject the null hypothesis at the 0.001 level.
We cannot reject the null hypothesis that there is no differ-
ence in final quality and termination time. Teams of com-

Parameter Value
Mean Branching factor (Poisson) | 1
Mean Depth (Poisson) 3
Mean Duration (exponential) 10
Redundant Method QAF Max
Number of task groups 1

Task QAF distribution

Decomposition parameter

(50% min) (50% max)
p=0.20r0.8

Hard CR distribution (p enables) ((1-p) none)

Soft CR distribution (p facilitates) (10% hinders)
((.9-p) none)

Chance of overlaps (binomial) p

Table 1: Parameters used to generate the 40 random episodes

putational agents that exchange information about their
private, local views consistently exchange more messages
(in this experiment, a mean increase of 7 messages) but do
less work (here, a mean decrease of 20 time units of work,
probably due mostly to avoiding redundancy).

Hypothesis 2: There is no difference in performance due to the
level of decomposability of technology. For the communi-
cation and method execution performance measures, we
reject the null hypothesis at the 0.001 level. We cannot
reject the null hypothesis that there is no difference in
final quality and termination time. Teams of computa-
tional agents, regardless of their policy on the exchange
of private, local information communicate more messages
(in this experiment, a mean increase of 47 messages) and
do more work (here, a mean increase of 24 time units)
when faced with less decomposable computational task
structures (technology).

Again following Burton and Obel, we next test for in-
teraction effects between non-local view policy and level of
technology decomposability by calculating the differences in
performance at each level of decomposability, and then test-




ing across non-local view policy. This test was significant at
the 0.05 level for communication, meaning that the differ-
ence in the amount of communication under the two policies
is itself different depending on whether task decomposability
is high or low. This difference is small (two communication
actions in this experiment) and was not verified in a second

independent test.

T

max No Non-Local View at Agent A (p=0.2)

Partial Non-local View ar Agent A (p=0.2)

Figure 3: Example of the local view at Agent A when the team shares
private information to create a partial non-local view and when it
does not.

Conclusions & Future Directions

TAMS is a framework for describing complex task environ-
ments. When combined with traditional DAI tools for de-
scribing coordination algorithms and agents, it provides a
basis for analysis and/or simulation on either the TI Explorer
Lisp machine or the DEC Alpha AXP. When analyzing an
existing or proposed organizational design or coordination
algorithm, we advocate an approach that focuses first on be-
havior due to coordination relationships in certain situations
and then expanding this model to incorporate the sources of
uncertainty that are present. Such a process may iteratively
refine the organization or algorithm—with a parameterized
algorithm one might approach this as a pure parameter op-
timization problem. In [Decker and Lesser, 1993b] we also
discuss how the model of performance in a particular episode
can be used with meta-level communication to choose a good
organizational design dynamically when information about
the current situation becomes available to the agents [Stinch-
combe, 1990]. On the other hand, when trying to design
an organization or coordination algorithm for a given en-
vironment, one can also start with both the coordination
relationships and the uncertainties present, and add features
to deal with each explicitly (our implementation of the GPGP
algorithm, which features several independent ‘plug-in’ mod-
ules to deal with different classes of interrelationships, is a
case in point). The two-level agent architecture that we use
with the GPGP family (with its separate coordination and
local scheduling functions) is not necessary for using TAMS,
which views agents only as consumers of subjective beliefs
and producers of actions.

Representing Organizational Roles

Future work will include the analysis of more traditional hi-
erarchical organization forms. The addition of the concept
of ‘organizational role’ can be accomplished through the use
of non-local commitments (and their accompanying expec-
tations). In its simplest sense, agent A’s organizational role is
a set of continuing non-local commitments to certain classes

of tasks. By making continuous commitments agents can
avoid communicating about every episode anew—assuming
the future structures are somewhat predictable. This rea-
soning leads naturally to learning organizational roles and to
open systems concepts of temporarily settled questions (the
current set of continuous commitments) and algorithms to
re-open and re-settle these questions as the task environment
changes. The development of such algorithms can then lead
to exploring conceptions of agents as nothing more than
convenient bundles of organizational roles [Gerson, 1976;
Gasser et al., 1989], and to when and why organizations do
not act like ‘big agents’ [Allison, 1971]. We will also the ex-
pansion of commitments to meta-level roles (i.e., comitments
to the coordination parameters in effect for certain classes of

tasks).
The Tower of Babel

Up to this point, we have focused on the interrelationships
and the uncertainty arising directly from the generative model
of the environment, but we would also like to explore the un-
certainty and variance arising from the difference in the objec-
tive and subjective models. Different relationships between
these models will lead to different organizational structures.
For example, in the case of uncertainty arising from the gen-
erative model of an environment, we showed that the wide
variance in performance of a system of agents with static or-
ganizations in different episodes led to the use of meta-level
communication to reorganize the agents to adapt to the par-
ticular episode at hand [Decker and Lesser, 1993c]. We are
also looking to expand the TAMS conception of environments
to encompass more dynamic situations: another important
source of environmental uncertainty. For example, in the
Tower of Babel problem [Ishida, 1992], agents try to pile
numbered blocks into a tower in numerical order. When
many agents try to solve this problem without centralized
coordination, they tend to bottleneck around the tower it-
self, bumping into one another. Ishida solves this problem
by dividing the agents into two groups: one to collect blocks
and bring them near (but not too near) the tower, and one
group to stack the tower. From our point of view, the task
structure at low levels is changing rapidly, and no agent can
(or needs to) keep track of all the changes in relationships
between agent and block positions. The rapid change in the
environment means that agents subjective views are always
out of date. By dividing the agents into two groups, the
bottleneck resource is controlled by organization—removing
it from the uncertainties facing the agents. Stacking agents
know there are not enough of them to saturate the bottle-
neck, and other agents no longer use the resource at all. The
uncertainty is still there, but it no longer has an impact on
the agents’ decision-making process. A similar example is
Gasser and Ishida’s work on self-organizing production sys-
tems [Gasser and Ishida, 1991] where dynamic changes in
the environment allowed the system to reorganize itself for
more efficient performance. We could potentially analyze
either of these systems.
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