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ABSTRACT

Many distributed constraint optimization (DCOP) algorithms include nodes’ local maximization operation that searches for the optimal variable assignment in a limited context. When the variable domain is discrete, this operation is exponential in the number of associated variables and thus computationally challenging. McAuley’s recent work on efficient inference implements this maximization operator such that in most cases only a small set of values is examined without loss of accuracy. We increase the applicability of such approach to DCOP in the three following ways. First, we extend it to non-pairwise graphs with better computational expected complexity. Second, we remove the requirement for offline sorting, which often is not realistic in many DCOP domains, while keeping the same complexity. Third, we provide a correlation measure to determine dynamically the appropriate cases to apply the technique since its efficiency is sensitive to characteristics of the data sets. We combine this technique with the Max-Sum algorithm and verify empirically that our approach provides significant time savings over the standard Max-Sum algorithm.
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1 Introduction

Distributed constraint optimization (DCOP) [13] is a popular framework for cooperative multi-agent systems where agents try to maximize the system utility given constraints. When the system contains many constraints each of which involves a subset of variables in the system, the agent decision making problem can be straightforwardly represented as a DCOP. It has been applied to many real application domains with such characteristics such as sensor networks [21, 5], meeting scheduling [10], and traffic control [6].

Despite its recent popularity, algorithms on DCOPs have been focused mainly on problems with binary constraints [15, 13, 11]. Although problems with n-ary constraints can be reformulated into the ones with binary constraints, an exponential number of binary constraints and many new variables need to be introduced as in [10]. Additionally, there is an overhead associated with this mapping. Despite the importance of n-ary constraints in real applications, existing research on DCOP with n-ary constraints [14, 21, 3, 19] has not directly tackled the computational difficulty in handling n-ary constraints in DCOPs. We tackle this problem in this paper in the context of the Max-Sum algorithm.

In the DCOP, each agent is responsible for setting its variable value. Further, agents have a local view of the graph, which includes only their immediate neighbors. Therefore, message-passing approaches such as Max-Sum are ideally suited for such multiagent coordination problems [3, 16]. Max-Sum performs repetitive maximization operations for each constraint to select the locally best configuration of the associated variables given the local function and a set of incoming messages. The complexity of this step grows exponentially as the number of associated variables (constraint arity) grows. There have been approaches that try to reduce the complexity in the context of Max-Sum. [16] reduces domain sizes of variables associated with constraint functions for task allocation domains where agents’ action choices are strictly divided into working on a task or not. [18] performs a branch and bound search with constraint functions that the upper and lower bound can be evaluated with a subset of variable values. However, these techniques require domain characteristics that limit their applicability.

Our main contributions lie in addressing the computational bottleneck without imposing any restriction on constraint characteristics and also in providing formal guarantees regarding expected runtime improvement, which could be very significant, achieving up to an exponential improvement over the standard scheme. Reducing such computational overhead is particularly crucial in practical multiagent settings, where agents are often assumed to be resource constrained such as mobile robots [18, 5].

McAuley et al. [12] recently provided an efficient technique for finding the maximum sum of lists based on offline sorting. Their technique, called Fast Belief Propagation (FBP), finds the maximum sum of particular variable configurations in two sorted lists of length $N$ with an expected complexity of $O(\sqrt{N})$. Assuming order statistics of variables on the lists
are independent, the technique achieves an expected time of $O(N \sqrt{N})$ to compute a single Max-Sum message for a binary constraint, which is smaller than $O(N^2)$ required by the standard approach.

Although the FBP technique offers substantial computational benefit on DCOPs with binary constraints, it cannot be directly used on graphs with $n$-ary constraints. Based on their theoretical analysis on $n$-ary constraint functions, the benefit decreases as the constraint arity increases. Additionally, order statistics of lists summed in the scheme should be positively correlated or independent for the theoretical analysis to hold. However, this property easily gets violated in domains where a variable’s value can affect multiple constraint function values in opposite ways. When order statistics of these lists are negatively correlated, the technique may perform worse than a simple technique using dynamic programming. Lastly, the graph is required to be given offline for computational savings. Often, a DCOP is a one-shot problem in which an expensive preprocessing sorting step that dominates the actual problem complexity is not realistic.

To remedy these limitations, we have developed a variant of McAuley’s technique, which we call Generalized Fast Belief Propagation (G-FBP). Our approach is fundamentally different from that of FBP in that it does not require the offline and complete sorting of different data structures as in FBP; rather it uses partially sorted lists. The key idea behind our approach is that often, only a small, representative sample of values from different message/value lists is needed to efficiently perform the maximization procedure. Further, our approach works for arbitrary arity graphs as opposed to pairwise graphs required by the FBP algorithm [12]. We also provide expected runtime complexity analysis for this general case and show that we can indeed achieve $O(N \sqrt{N})$ complexity for pairwise graphs with only partially sorted lists. For $m$-ary graphs, this translates into an expected complexity of $O(mN \frac{m+1}{2})$ as opposed to the exhaustive approach’s complexity of $O(mN^m)$, which is a significant reduction. We also note that an advanced version of FBP is presented in [2], which has a theoretical expected complexity of $O(mN \frac{m+1}{2} + 1)$ for general $m$-ary graphs. Our approach has strictly better expected complexity.

Additionally, we have devised a correlation measure which decides whether the order statistics of items on the lists are negatively correlated. We then use this measure to conditionally apply the G-FBP scheme to a particular maximization operation. Given the definition of correlation on order statistics, we show that this measure correctly computes the correlation.

Finally, we add another feature to our approach, which leads to an extended version of G-FBP called GSC-FBP. This approach reuses computation from the previous iterations results. Its effectiveness lies in the fact that messages become less likely to change in later stages of the algorithm.

This paper is structured as follows. In Section 2, we give an overview of DCOPs and the Max-Sum algorithm and in Section 3, an overview of FBP approach. Next, in Section 4, we formulate the G-FBP approach and provides a condition for the expected complexity. In Section 5, we propose a correlation measure which determines the applicability of G-FBP technique on certain data sets. Finally, we summarize the key results and discuss future work in Section 6.

2 Distributed Constraint Optimization and Max-Sum Algorithm

A distributed constraint optimization algorithm (DCOP) is formally defined by the following parameters:

- A set of variables $X = \{X_1, \ldots, X_r\}$, where each variable has a finite domain (maximum size $N$) of possible values that it can be assigned.
- A set of constraint functions $F = (F_1, \ldots, F_k)$, where each constraint function, $F_j : X_j \rightarrow \mathbb{R}$, takes as input any setting of the variables $X_j \subseteq X$ and provides a real valued utility.

In DCOP, we assume that each variable $x_i$ is owned by an agent and that an agent only knows about the constraint functions in which it is involved. The DCOP can be represented using a constraint network, where there is a node corresponding to each variable $x_i$. There is an edge (hyper-edge) for each constraint $F_j$ that connects all variables that are involved in the function $F_j$.

The objective in the DCOP is to find the complete variable configuration $\mathbf{x}$ that maximizes $\sum_{F_j \in F} F_j(\mathbf{x})$.

Max-Sum [3] is a message-passing DCOP algorithm belonging to the class known as Generalized Distributive Law (GDL) [1]. Max-Sum is a simple variation of the Max-Product algorithm where the global utility function is maximized. Max-Sum produces the optimal solution in an acyclic graph or a good approximate solution in a cyclic graph [20].

The Max-Sum algorithm iteratively performs message-passing on the factor graph [8] corresponding to the DCOP. In this representation, there is a variable node for each variable and a factor node for each constraint function. A function node is connected to a variable node if the corresponding constraint function contains that variable in its domain.

The messages exchanged in Max-Sum are of two types:

- The message $q_{i\rightarrow j}$ from Variable $i$ to Function $j$:
  \[ q_{i\rightarrow j}(x_i) = \alpha_{ij} + \sum_{k \in M_i \setminus j} r_{k\rightarrow i}(x_i) \]

- $\alpha_{ij}$ is a scalar set such that $\sum_{x_i} q_{i\rightarrow j}(x_i) = 0$, and $M_i$ contains the indices of function nodes connected to variable node $i$.

- The message $r_{j\rightarrow i}$ from Function $j$ to Variable $i$:
  \[ r_{j\rightarrow i}(x_i) = \max_{x_j \setminus i} \left[ F_j(x_j) + \sum_{k \in N_j \setminus i} q_{k\rightarrow j}(x_k) \right], \]

where $N_j$ contains the indices of variable nodes connected to the function node $j$ in the factor graph.

The maximization operator in Eq. (2) is the most computationally expensive operation in the Max-Sum algorithm. For an $m$-ary DCOP, where the constraint function $F_j$ has $m$ variables in its domain, the complexity of computing the above message $r$ is $O(N^m)$, where $N$ is the maximal domain size of any variable. Therefore, optimizing this maximization operation is the focus of our work.

3 Fast Belief Propagation

The Fast Belief Propagation (FBP) [12] optimizes the maximization operator of Eq. (2) by using presorted constraint functions. Given a binary constraint, it uses two lists–a list of presorted constraint function values and a list of incoming message values that are sorted online. This operation
amounts to maximizing the sum of two lists \( v_a \) and \( v_b \):
\[
\max \left\{ v_a[i] + v_b[i] \right\}
\]  
(3)

The FBP algorithm performs the above operation with an expected \( O(\sqrt{N}) \) time complexity, instead of the simple \( O(N) \) time complexity, where \( N \) is the list size.

\[
\begin{align*}
L_a & \quad v_a[p_a[i]] \\
L_b & \quad v_b[p_b[i]]
\end{align*}
\]
\[
\begin{array}{cccccc}
15 & 11 & 8 & 4 & 2 & 3 \\
6 & 3 & 2 & 4 & 5 & 1
\end{array}
\]  
\[
\begin{array}{cccccc}
7 & 5 & 4 & 3 & 2 & 1 \\
3 & 4 & 5 & 6 & 1 & 2
\end{array}
\]

Figure 1: Example of FBP technique. The largest item 15 of \( v_a \) that has index 3 is summed with 3 in \( v_b \) with the same index (which maps to specific value combination of variables). Therefore, items with value smaller than 3 in \( v_b \) can be ignored as any value smaller than 3 cannot yield a value larger than \( (15+3) \). We also limit the items smaller than 11 in \( v_a \) by applying the same idea. In this example only 2 computations are required to compute the maximum value using this technique.

Fig. 1 describes the main idea of the FBP algorithm. The list \( p_a \) and \( p_b \) denote the permutation that sort \( v_a \) and \( v_b \). For further details, please refer to [12].

As the expected computational complexity to find the maximum of two such lists is \( O(\sqrt{N}) \), the FBP algorithm achieves the total expected complexity of \( O(N^{1.5}) \) for the Max-Sum maximization operation, that is better than \( O(N^2) \) time required by the standard implementation. The main drawback of the FBP approach is that the FBP approach requires the complete problem to be specified ahead of time as it requires presorting of constraint functions. Further, this approach is only applicable to pairwise graphs and the runtime guarantees do not extend to arbitrary arity graphs.

4 G-FBP

We now present a new maximization operation, G-FBP that uses two partially sorted lists, to find the maximum sum as in Eq. (2), instead of completely sorted lists used in FBP. This technique has the expected complexity of \( O(\sqrt{N}) \) for lists of size \( N \) given the condition on the size of the sorted parts of the lists. We begin with construction of partially sorted lists, present the G-FBP technique and then discuss the relation between the computational complexity and the length of the sorted parts of these lists.

4.1 Partial List Construction

In this section, we describe the two partially sorted lists used in our approach called the value list and the message list. We select and sort only the top \( KN^{\frac{m-1}{2}} \) items of both lists where \( N \) is the domain size, \( m \) is the number of associated variables and \( K \) is a constant.

The main intuition behind such a select-then-sort operation is that for the maximization operation, only top \( KN^{\frac{m-1}{2}} \) items will be accessed most of the time; unsorted entries are not accessed in most cases. Partial sorting and using a single message list are keys to generalizing the approach to \( n \)-ary constraints while keeping the same complexity. Using a combined message list allows the algorithm to have the same expected complexity of \( O(\sqrt{N}) \) as in FBP technique on binary constraints where \( N \) is the total length of the list.

Partial sorting enables construction of this message list during runtime without any condition on \( N \) and \( m \). We discuss the complexity of this operation later in this section.

Value list: Intuitively, the value list corresponds to a partially sorted version of the constraint function \( F_j \) given the specific value of a single variable in Eq. (2). There is one value list defined for every constraint function \( F_j \) and every value of variable \( x_i \) that is in the scope of \( F_j \). It contains (index-value) pairs as:
\[
L_b(j, x_i) = \{ (x^j, F_j(x^i)) | x^i(i) = x_i \}
\]  
(4)

where \( x^j \) is a complete assignment to all the variables in the scope of function \( F_j \); the condition \( x^i(i) = x_i \) implies that the variable \( x_i \) is fixed to a particular value in every \( x^j \). If the constraint function is \( m \)-ary (or involves \( m \) variables), then the length of each value list is \( N^{m-1} \). Instead of completely sorting this list, which is expensive, we select the \( KN^{\frac{m-1}{2}} \) largest values of \( L_b(j, x_i) \), which are then sorted in decreasing order and inserted back to the front of this list.

Note that, the selection of top \( l \) items from a list of size \( N \) can be performed in \( O(N) \) time using the standard selection algorithm, followed by a pivoting operation. Therefore, selecting and sorting \( KN^{\frac{m-1}{2}} \) items never exceeds the complexity of iterating over all values and is much cheaper than sorting the complete list depending on the value of \( K \). Further, such partially sorted lists can be constructed once per execution of the entire algorithm.

Message list: Intuitively, the message list represents a partially sorted list corresponding to the sum of incoming messages \( q \) to a function node, as shown in the second term of Eq. (2). There is one message list defined for every constraint function \( F_j \) and every variable \( x_i \). (Not every value of \( x_i \) is in the scope of \( F_j \).) It contains (index-value) pairs as:
\[
L_a(j, x_i) = \{ (x^i | x_i, \sum_{k \in N \setminus i} q_{k \rightarrow j}(x^j(k))) \}
\]  
(5)

where \( x^i(k) \) denotes the assignment to the variable \( x_k \) under \( x^i \). The length of every complete list \( L_a \) is \( N^{m-1} \) and selecting the top most items requires iterating over all values. Fortunately, each message contains values on a single neighboring variable and are independent of each other in Max-Sum. Using the independency among messages, we
do not iterate the items in the list $L_a$ completely in order to select the top elements. In our implementation, we incrementally construct each message list partially that only contains the top $KN\frac{m}{K}$ items sorted in descending order, without ever generating the complete $N^{m-1}$ sized lists. Although these message lists are constructed per iteration unlike value lists, there are only $m$ such lists for each $m$-ary constraint in constraint to $(m \times N)$ value lists. The overhead of constructing message lists for a single message is $O(\log mK \times N\sqrt{mK})$ and this does not dominate the expected complexity $O(N \times N^{m-1}/K)$ of computing a message for an m-ary constraint for a reasonable $K$. Fig. 2 shows an example of a partial message list.

### 4.2 The G-FBP Algorithm With Partial Lists

We now describe the complete steps of the G-FBP maximization procedure that operates using such partial value and message lists where the ranks of items in unsorted part are not known. For ease of exposition, we describe the Alg. 1 in terms of the maximization problem in Eq. (3). The main difference between G-FBP and FBP is that G-FBP uses partially sorted lists $v_a$ and $v_b$ are partially sorted. Thus, we need to process items whose matching items are not found in the other list. In Alg. 1 lines 13–15 save the missing items for later processing in lines 27–30. Also, we need to detect cases when the maximization cannot be performed using the sorted components of lists (lines 32–34). In these cases, we compute sums for all variable value combinations to find the maximum. The example of applying this modified technique is shown in Fig. 3. Alg. 2 describes the steps of computing Eq. (2) in Max-Sum using G-FBP in Alg. 1.

### 4.3 Time Complexity and Selection of $K$

The main intuition behind G-FBP is the fact that the probability of finding the maximum value within the sorted section is very high with an appropriate $K$ given the independence assumption of two lists. [12] uses enumerative combinatorics to construct the analysis on the probability of items with the same index not existing in $M$ topmost items in the lists of size $N$. Under the assumption that the order statistics of two sorted lists are independent, this probability is computed as the probability of getting $M$ red-colored balls where we randomly select $M$ balls out of the box in which there are $(N - M)$ red-colored balls and $M$ blue-colored balls.

Using the same notion, the probability of not finding the matching items within $K\sqrt{N}$ items in the lists of size $N$ is

$$P(X > K\sqrt{N}; N) = \frac{(N - K\sqrt{N})(N - K\sqrt{N})}{(N - 2K\sqrt{N})!N!} \leq \left(\frac{N - K\sqrt{N}}{N}\right)^{K\sqrt{N}}$$

where Eq. 7 can be derived by simply expanding Eq. 6 and using the relation $\frac{N-K\sqrt{N}}{N} < \frac{N-K\sqrt{N}}{N}$ to replace the intermediate terms. For the case of list size $N = 10000$, $K\sqrt{N} = 200$, the probability bound is as small as 0.0176. In other words, when there are two lists of length 10000 and 200 items are selected and sorted, the probability of finding matching items in 200 items on two lists is as large as 0.9824.

In Alg. 1, the algorithm iterates over all items if any set of items with the same index (that is, same variable configuration) is not found in the sorted part of the lists (see
We are given a message list \( L_a \) of length 2 from Figure 2 and a value list \( L_b \) of only 2 items sorted as in Section 4.1 where the length of sorted parts is 2. Note that the part of the list \( L_a \) beyond 2 items is not computed and shaded part of \( L_b \) is not sorted.

In step 1, we process the first item in \( L_a \) and cannot locate the matching item in \( L_b \) with index 6 (We do not keep the location of unsorted items) and we add this item to \( S_{b\text{miss}} \) and continue \( S_{b\text{miss}} = \{6\} \).

In step 2, we try to process an item in \( L_a \) and we find matching item in \( L_a \) with index 3 and thus we can find the temporary maximum of 18.

\[
val_{\text{max}} \leftarrow 18
\]

We set \( a_{\text{end}} \) as we found the matching item \( a_{\text{end}} \leftarrow 2 \).

In step 3, we proceed in \( L_a \) and reached the second entry on \( L_a \), we have already reached \( a_{\text{end}} \) and are done with lists.

We process \( S_{b\text{miss}} \) and compute the item with index 6 using the constraint function and received messages and find the value 18 and do not update \( val_{\text{max}} \) as it is not larger than the current maximum. At this point, since there are no more items in \( S_{b\text{miss}} \) and \( S_{b\text{miss}} \) the algorithm terminates.

**Figure 3:** Example of G-FBP technique as in Algorithm 1

Theorem 1. The expected time complexity of \( O(\sqrt{N}) \) holds with partial lists when \((1 - \frac{K}{N}) \cdot \sqrt{\sqrt{N}} < \frac{1}{\sqrt{N}} \).

Proof: The expected running time is estimated based on the number of summed items evaluated in order to find the maximum. The expected number of summations \( E(\Sigma) \) is given as \( \sum_{i=0}^{N-1} P(X > i; N) \). The probability \( P(X > i; N) \) is the probability that the rank \( X \) of an item is not smaller than \( i \). In our setting with partial lists, the probability of certain items to be in the unsorted part equals the probability of not finding the maximum within \( K \sqrt{N} \). Thus,

\[
P(X > i; N) = P(X > K \sqrt{N}) \text{ if } i > K \sqrt{N}
\]

We re-write the expected number of summations as

\[
E(\Sigma) = \sum_{i=0}^{K \sqrt{N}} P(X > i) + \sum_{i=K \sqrt{N} + 1}^{N-1} P(X > K \sqrt{N})
\]

\[
= \sum_{i=0}^{K \sqrt{N}} P(X > i) + \sum_{i=K \sqrt{N} + 1}^{N-1} \frac{(N - K \sqrt{N})!(N - K \sqrt{N})!}{(N - 2K \sqrt{N})!N!}
\]

\[
\leq \sum_{i=0}^{N-1} P(X > i) + \sum_{i=K \sqrt{N} + 1}^{N-1} \left(1 - \frac{K \sqrt{N}}{N}\right)^{K \sqrt{N}}
\]

In Eq. 11, we already know from [2] that the first term is \( O(\sqrt{N}) \). The second summation equates to \( (N - K \sqrt{N})/\sqrt{N} \) by the condition of the theorem and is dominated by \( \sqrt{N} \).

Therefore, the expected time complexity is \( O(\sqrt{N}) \).

Note that the condition holds for \( K = 2 \) for list size 10000 and \( K = 3 \) for 1000000. Therefore, the condition holds for sufficiently small \( K \) for most cases. Also note that the analogous results hold for \( m \)-ary constraints since we use only two lists. The \( \sqrt{N} \) is replaced by \( N^{\frac{m-1}{m}} \).

5 Independence Assumption and Correlation Measure

As a consequence of having partial lists, the algorithm may compute all items on lists as in Alg. 1 line 31-34. The worst case complexity of using G-FBP is \( O(mN^m) \) in this case. The Max-Sum with dynamic programming is \( O(N^m) \) (the standard Max-Sum \( O(mN^m) \)), so with G-FBP it may take more time than an efficient implementation of Max-Sum.

Also, the guarantee of the expected complexity of the FBP technique is constructed based on the assumption that the ranks of the items on the two lists are independent. However, the independence assumption of the FBP technique does not hold generally. The correlation of two lists are domain-dependent [12], and from our observations, it also varies for each constraint function and messages received per cycle.

If the two lists are negatively correlated, the expected complexity does not hold. It is likely that the G-FBP scheme fails to find the maximum item using partial lists, thereby increasing the time complexity of the algorithm. Consider the case that the two lists are completely negatively correlated such that \( r_{xy} = N - r_{xy} \), where \( r \) is the rank of an item with index \( i \) on lists involving variables \( x \) and \( y \) respectively.

The maximum value is not found until half of the lists are processed. Therefore, if we can detect negative correlation, then we should avoid applying the G-FBP approach.
5.1 Correlation Measure

We modify the Spearman’s rank correlation measure [17] to measure the correlation among two partially sorted lists. It has two limitations for a direct use in our approach. Firstly, we only know the ranks of items in the sorted part. Second, it is more important to be on the same side with respect to $K\sqrt{N}$th items (the smallest sorted item) than to the median of the ranks in order to determine the likelihood of finding the maximum item in the sorted part. Thus, we assume that the items in the unsorted part have the same rank. We also consider the items are positively correlated when they are on the same side with respect to $K\sqrt{N}$th item.

Therefore, we modify the measure in the following way. The ranks of the items in the unsorted parts of lists are considered to be the same and equal to the mean of them, i.e., $\frac{K\sqrt{N}+N}{2}$. Also, we consider $K\sqrt{N} + \frac{1}{2}$ as the rank of the imaginary median and consider the length of the lists to be 2$K\sqrt{N}$. However, there are $(N - K\sqrt{N})$ items in the unsorted part of the lists. Therefore, we weigh the values related to these items with the ratio of number of items on the two different parts, i.e., $\frac{N-K\sqrt{N}}{N\sqrt{N}+\frac{1}{2}}$.

Let $x$ and $y$ be two lists of length $N$ where $r_{x_i}$ and $r_{y_i}$ are the ranks of the respective items with index $i$. Let $r_{m} = K\sqrt{N} + \frac{1}{2}$ be the imaginary median rank. Our redefined correlation measure is:

$$p' = \frac{\sum_{i}(k_{x_i})(k_{y_i})}{\sqrt{\sum_{i}k_{x_i}^2 \sum_{i}k_{y_i}^2}},$$

where the rank (for each list) is calculated as:

$$k_i = \begin{cases} \left(\frac{(N-K\sqrt{N})}{(N-K\sqrt{N})+1}\right) (r_i - r_m), & \text{if } r_i < r_m \\ \left(\frac{N\sqrt{N}}{N\sqrt{N}+\frac{1}{2}} - r_m\right), & \text{if } r_i > r_m. \end{cases}$$

**Definition 1.** Given the item $x_i$ of list $x$, and rank of two positions $r_1$ and $r_2$ on list $y$ such that $|r_1 - r_{x_i}| < |r_2 - r_{x_i}|$, the ranks of two lists $x$ and $y$ of equal length are positively correlated when $P(r_{y_i} = r_1) > P(r_{y_i} = r_2)$. They are negatively correlated when $P(r_{y_i} = r_1) < P(r_{y_i} = r_2)$. They are independent when $P(r_{y_i} = r_1) = P(r_{y_i} = r_2)$.

That is, if the lists are positively correlated, the items with same index are likely to appear at nearby locations in two lists. Using the above definition, we can state the following result about our modified correlation measure:

**Theorem 2.** For any sample set $s$ of the items with ranks in the range $0 \leq r \leq \frac{1}{4} r_m$, the following holds. When the ranks of the two lists are independent, then the expected value of the correlation measure for a set $s$ is $E(p'_s) = 0$. When the two lists are positively correlated, then $E(p'_s) \geq 0$ and when the lists are negatively correlated, then $E(p'_s) \leq 0$.

Due to lack of space, we only provides a sketch of a proof here. With the Def. 1, we can construct a relation of the probabilities of an item being at specific ranks. We use this relation to compute the sign of the expected value of $k_i$ of an item in set $s$ and also the sign of $E(k_{x_i}k_{y_i})$ in the numerator in Eq. 12. $E(\sum X) = \sum E(X)$, so we can determine the sign of the expected value of the correlation measure of set $s$.

5.2 GSC-FBP: Improving the Correlation of the Message and the Value Lists

We now develop a technique that takes advantage of the fact that messages change little near convergence. When we detect such a situation, we do the following steps. We merge the message list into the value list, creating a new list $L_{sum}$. This step requires $O(N^m)$ time for $m$-ary graphs. However, this merging operation is done only once and the results are reused for future iterations. We also create a message list $L_{change}$ which denotes the changes in the incoming, new messages. As the algorithm proceeds, the list $L_{change}$’s rank distribution becomes uniform, which makes it independent of $L_{sum}$. This improves the efficiency of our approach, whose performance degrades with negative correlation. Once, the list $L_{sum}$ and $L_{change}$ are computed, the GSC-FBP approach finds the maximum using Alg. 1.

6 Experiments

We evaluated the effectiveness of our approach against the Max-Sum algorithm on two sets of problems with $n$-ary constraints. For fairness of comparison, we used an implementation of Max-Sum that uses dynamic programming with the worst case complexity of $O(N^m)$ for a single constraint instead of the standard Max-Sum with $O(mN^m)$ where the arity is $m$ and the domain size is $N$. The two sets of DCOP instances that are used in our experiments are:

- 50 instances of random graphs with 25 variables with domain sizes from 10 to 30, and 15 constraints with the maximum arity of 2, 3, 4 or 5 with different average constraint arities.
- 25 instances of graphs in the radar coordination domain with 48 variables with domain size up to 15 and 96 constraints with the maximum arity 4.

We focus on the computational aspect of the algorithms because our approach does not affect the solution quality. Because the computational complexity of DCOPs is determined by the constraint arity among the parameters related to graph topology as well as by the domain size, we experiment on varying these two parameters.

6.1 Random Graphs

Our initial tests perform a comparison over randomly generated DCOPs with $n$-ary constraints. We characterize each scenario by the maximum constraint arity ($m_{max}$), an average constraint arity ($m_{avg}$) and the variable domain size ($N$). We have explored scenarios with $m_{max}$ from 2 to 5, $m_{avg}$ from 1.6 to 4.4 with an increment of 0.4 and $N$ from 10 to 30. From our knowledge, this problem set is one of the most computationally expensive problems for a DCOP. For the first problem set, we fixed the value $K$ to 2 in regard to the length of the sorted parts of lists. This value is chosen based on the probability analysis from Section 4.3.

Fig. 4 shows the results for various arity settings and domain sizes. We observe that Max-Sum with G-FBP technique (MS+G-FBP) clearly outperforms Max-Sum (MS) for higher arities and larger domain sizes. Concretely, with G-FBP technique, the performance improved by 89% for an arity setting of (5,3,6) and the domain size of 10 and the performance improved by 82% for the domain size of 30 and arity setting of (3, 2, 8). As the constraint arity and domain size increases, the number of entries that MS+G-FBP examines does not increase as much as the number of total entries. This increases the gain of MS+G-FBP. For lower arities and smaller domain size, MS performs better than MS+G-FBP because the overhead of sorting partial lists dominates the gain from finding the maximum value for shorter lists.
Figure 4: The computation time as the constraint arity increases

(b) Computation time as the domain size increases

6.2 Multiagent Radar Coordination Domain

Our next problem set is created from the abstracted radar coordination and scheduling application based on the real-time adaptive NetRad system [9]. Radars collect real-time data on the location and importance of phenomena and the system schedules the radars to focus their sensing on scheduled weather phenomena. This scheduling step can be thought of as a DCOP. See [7], for more details on the formulation.

We developed a simulator in the Farm simulator framework [4]. Although it is a simulation environment, the utility functions are constructed based on the real scenario and the same utility function is used in the deployed system [9]. Our scenario involves 48 radars with a scenario of 96 phenomena with random locations, size, and type. The radars are placed in a grid with overlapping regions with other radars. This scenario creates problem instances with 48 variables, 96 constraints with the maximum arity of 4. In this data set, we do not directly control the constraint arity nor the domain size. These numbers vary in the experiments, so we categorized the computational difficulty of each problem instance by the maximum factor size. The maximum factor size is computed as the number of recorded entries in the constraint functions totaling $O(mN^m)$ for an $m$-ary constraint, where $N$ is the maximal domain size of associated variables. We report the average runtime of 25 runs.

As shown in Fig. 5(a), both MS+G-FBP and MS+GSC-FBP outperform MS with an appropriate $K$ as discussed in Sec. 4.3. However, there is not a significant difference between them when a reasonable $K$ is chosen for at least this domain. As shown in Fig. 5(b), the time savings in later iterations of MS+G-FBP dominate the sorting overhead in the initial iteration, and leads to superior performance to MS. MS+G-FBP takes 36% less computation time than MS for the factor sizes in the range (10000, 40000] and $K=11$. The performance improvement by MS+G-FBP is not so significant as on the first dataset, because most constraints have lower arity and some variables have smaller domain size than the one related to the maximum factor size and also because of the data dependencies. Unlike randomly generated data sets, here variables have more structured dependencies through constraint functions and the independence assumption in Sec. 5 does not hold in this domain and MS+G-FBP performs poorly on instances of strongly negatively correlated lists. Therefore, we examine the use of correlation measure on this domain further.

Figure 5: (a) The computation time ratio of MS+G-FBP and MS+GSC-FBP to MS. $K$ value is in brackets. (b) Time taken at each cycle. $K = 11$.

On Experiments in Fig. 6, we selectively applied G-FBP scheme (selective MS+G-FBP) when the correlation measure with the sample set of $\sqrt{KN^2}$ largest items in a value list computed as in Eq. 12 is positive. Selective MS+G-FBP takes 55% less computation time than MS in contrast to 36% for MS+G-FBP. As in Fig. 6(b), selective MS+G-FBP
almost always finds the maximum item in sorted parts of lists and the failure rate becomes zero when $K > 8$. Note that MS+G-FBP sometimes fails even with larger $K$ values.

7 Conclusion

We presented a new approach, called generalized fast belief propagation (G-FBP), which optimizes the key computational bottleneck of the maximization operator in the popular Max-Sum algorithm. Our approach is applicable to a general setting in the context of arbitrary arity graphs as opposed to some previous approaches which operate only on pairwise graphs. We provide a significant reduction in the time complexity of computing a single message in the Max-Sum algorithm from $O(N^m)$ to $O(mN^{\frac{m}{m-1}})$ for general $m$-ary graphs. The key idea of our approach that distinguishes it from previous approaches is that only a small number of values are accessed from partially sorted lists to efficiently perform the maximization operation in Max-Sum, rather than performing the complete sorting. We also provide theoretical results regarding the number of samples required and a proof of expected complexity.

There are many interesting future research directions. Firstly, both G-FBP and GSC-FBP take a significant time penalty when they are unable to find the maximum item within the sorted lists; this potentially can be handled more gracefully if we semi-sort the items as we select top $K\sqrt{N}$ items. Such iterative processing will reduce the very high cost to compute the entire lists. Secondly, this technique can be applied in dynamic constraint optimization problems, when only a limited number of constraints change, to save the computation time by only partially sorting the lists. Our approach can therefore significantly increase the applicability of the Max-Sum algorithm to the multiagent domain by substantially reducing its computational overhead.
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