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Abstract

Design-to-time real-time scheduling is an al-
ternative to the many flexible computation ap-
proaches that are based on anytime algorithms.
It builds schedules at runtime that dynamically
combine solutions to subproblems, taking ad-
vantage of the time available to achieve the best
results it can. In this paper we look in detail at
a few issues related to design-to-time, includ-
ing where the approximations we rely on come
from, how uncertainty affects the scheduling
process and the interface between the sched-
uler and its invoker.

Introduction

An alternative to the standard flexible compu-
tation approach of having individual algorithms
that produce better results as they are given ad-
ditional runtime, is the design-to-time real-time
scheduling [Garvey, 1996; Garvey et al, 1993;
Garvey and Lesser, 1993] approach that builds
schedules at runtime that dynamically combine so-
lution methods for different parts of the overall
problem, attempting to maximize the quality of the
solution generated. Key to this approach is the avail-
ability of multiple methods that trade off solution
quality for time, as well as a clear understanding of
how these methods can be combined to solve the
overall problem, how these methods interact with
one another, and the quality, duration and possibly
cost distributions associated with the methods. In
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fact, this approach can also schedule the execution
of anytime algorithms by choosing a set of points on
the anytime performance profile and treating those
as individual solution methods.

In design-to-time we frame the input problem in
a generic representation of task structures known
as TEAMS [Decker and Lesser, 1993]. In TAMS we
describe problems in terms of how quality is incre-
mentally accumulated over time, what soft and hard
interactions there are between tasks, and how much
uncertainty there is in method quality and dura-
tion. Figure 1 shows an example of a simple TAMS
task structure that describes the problem of mak-
ing coffee. Note that there are multiple methods
for solving each of the three subtasks of the main
problem. Several of these methods have more than
one possible outcome, describing different kinds of
results that can have significantly different effects
on the overall solution. This example is meant to
introduce the reader to the ideas of TAMS, not to
suggest that making coffee is a representative exam-
ple of the complexity of problems we are interested
in solving.

The TAMS framework gives us what might be
called a partially digested description of a problem.
We do not have to plan completely from scratch,
deciding what operators apply in a given situation
and how they can be combined to solve problems.
That information is available to us in the TAMS
task structure. Our job is to determine which of
the many options available in that task structure
we should actually pursue. Because options are dy-
namically combined (rather than using predefined
process plans) TAMS needs to explicitly represent the
soft interactions between tasks that could normally
be built in to the process plan for a task, because the
exact effect of the interactions depends on the con-
text in which the tasks are executed. While it may
not be trivial to represent a problem in TAMS we
believe that the TAMS representation is much more
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Figure 1: An example of TAMS task structure to be scheduled. The black lines represent task/subtask
connections, the thin gray line represents a facilitates relationship and the thick gray lines represent enables
relationships. The dashed line boxes represent different possible outcomes for each method. Each of these
possible outcomes has a range of possible quality and duration values.

reasonable for a real-time problem-solver. Planning
from first principles is often difficult in real-time sce-
narios. TAMS is an abstract description of problem
solving activities that allows us to make decisions
about how to tradeoff among solution quality, cost
and duration of alternative ways of accomplishing a
task. TZEMS task structures can be generated offline
for problems that are expected to come up during
problem solving.

Our heuristic design-to-time scheduling algo-
rithm consists of three main components: high-level
search through the set of alternatives (unordered
combinations of executable methods), a scheduler
that assigns start and finish times to the methods
from an alternative, and an evaluator that both re-
members the best schedules found so far and looks
for ways to improve the current schedule.

The algorithm consists of these three particular
components because they help to reduce the overall
complexity of the problem to manageable levels.
Initial search is done at a higher level of abstraction,
ignoring interactions between tasks and deadlines,
to allow us to feasibly consider a broad cross-section
of possible solution plans. Scheduling is done on
only those plans that make it through the first level
of the algorithm, because completely scheduling all
possible plans would be computationally impossible
in most situations. Evaluation is done at the end

to reduce the likelihood that we are missing good
plans by suggesting plans that are simple variations
on existing plans that could have increased value.

In this paper we discuss issues related to design-
to-time real-time scheduling. First we go into some
detail about how the approximations we use can
arise in real problems. Then we focus on uncertainty
in the information used for scheduling and how
that is handled by the algorithm. Finally we briefly
describe the interface to the scheduler and how it
should allow the scheduler to be usefully used to
solve real problems.

Sources of approximations

One question that a study of design-to-time needs
to address is the question of where approximations
come from in an application and how difficult they
are to construct. In our experience with building
complex problem solving systems, multiple paths
of control seem to occur naturally. Approxima-
tions, often in the form of variations on a standard
algorithm, are a standard part of building Al ap-
plications. We can identify at least three general
sources of approximation in problems. They are
the use of approximate data, the use of approximate
algorithms, and (related to the second) the dynamic
creation of approximate algorithms through the re-
arrangement and skipping of individual problem



steps.

Examples of these kinds of approximations can be
seen in a pair of large, complex Al applications with
which we are familiar: the Distributed Vehicle Mon-
itoring Testbed (DVMT) [Decker et al, 19901, an
application that identifies and tracks vehicles mov-
ing through a region, and the Integrated Processing
and Understanding of Signals system (IPUS) [Lesser
et al., 1995].

An example of the use of approximate knowledge
from the DVMT is an approximation that can re-
place the multiple steps involved in interpreting low
level sensor data and using it to identify and track ve-
hicles moving through the domain. Figure 2 shows
an example of an approximation from the DVMT
that is used in vehicle identification. In this case
the two ways to solve the problem are one that uses
the grammar on the left and has individual methods
for propagating information from the lowest level
to the intermediate level and for propagating infor-
mation from the intermediate level to the top level,
and one that uses the grammar on the right and
has one individual method that goes from the lower
level to the upper level. Using the approximation
nearly halves the runtime required for a solution, at
the expense of reducing the certainty and precision
of the identification of the vehicle.

In IPUS the task is to identify the sources of var-
ious acoustic signals that can be detected. Fourier
transforms are used to isolate signals into particu-
lar spectral bands. Within the IPUS project, re-
cent work has looked at approximating these trans-
form calculations [Nawab and Dorken, 1993]. Ei-
ther these approximations or standard Fast Fourier
Transform algorithms can be used, depending on
the time requirements and the importance of the
particular calculations.

Data approximations can appear in the DVMT in
the form of time skipping and clustering. In time
skipping, instead of using data from every sensor
interpretation cycle, some cycles are skipped. The
same algorithms are used to process the data, but
when it is processed less frequently runtime is saved
that can be applied to other tasks. Clustering in
the DVMT involves treating groups of data points
as if they were a single point for processing. Again
this has the effect of reducing solution quality while
saving significant runtime.

Related to algorithm approximation is the use
of algorithms where the form of solutions to at
least some intermediate problems is shared, allow-
ing some intermediate problem solving steps to be
skipped or rearranged to save time. Representations
of this type are common in iterative refinement
approaches (such as anytime algorithms) where a

solution must always be available. However, not
all approximations of this form are straightforward
anytime algorithms. It may be that different small
groups of intermediate problem steps share different
solution forms or that none of these intermediate
solutions can stand alone as complete problem so-
lutions. Approximations of this form appear in
several places in the IPUS control structure. This
occurs because IPUS uses iterative techniques to
solve many of its subtasks. One example is the
basic IPUS control loop, which uses a bottom-up
approach to process low level signal data, then ver-
ifies what the bottom-up processing concludes by
doing top-down processing. But this entire verifica-
tion step can be bypassed at the potential cost of low
quality solutions (e.g., increased uncertainty about
the correctness of the signal identification.) Within
the top-down verification process IPUS looks for
data to verify its conclusions, diagnoses why ex-
pected signals were not found and reprocesses the
data to verify that its diagnoses correctly identified
what was happening. Again both the diagnosis step
and the reprocessing step can be bypassed to save
time.

As these examples suggest, approximations can
often arise naturally in complex problem solving
systems. We believe that as applications become
more complex, the desirability of having multiple
paths of control through them will become appar-
ent.

As mentioned briefly above, the design-to-time
scheduling algorithm can also be used to schedule
anytime algorithms. An interesting example of how
approximations can appear even with anytime algo-
rithms comes from the work of Crites [Crites and
Barto, 1996]. He uses simulated annealing to learn
good control plans for elevator operation. His use
of simulated annealing has a definite anytime char-
acter, as more time is spent learning, better plans
are generated. However, his results show that if you
know in advance how much time is available for an-
nealing, it is possible to achieve better results than
those achieved by just stopping the execution of a
longer annealing process, because of the parameter
settings associated with the annealing. This suggests
that it is useful to have a set of different anytime al-
gorithms for the annealing (with different parameter
settings associated with different expected comple-
tion times) and choosing from among those algo-
rithms at runtime in a design-to-time manner.

Uncertainty

Our design-to-time algorithm relies on being able
to accurately predict runtime information about the
tasks being scheduled. However, because the kind of
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Figure 2: Both complete (on the left) and approximating (on the right) grammars describing the hypotheses
necessary to identify a vehicle of type V1 in a sensor interpretation application.

AT tasks that we are interested in scheduling often
involve search, it is usually not possible to com-
pletely predict the runtime and solution quality of
the tasks. In this section we describe how we model
this uncertainty in TAMS and how the scheduler
takes the uncertainty into account when producing
schedules.

Uncertainty in TEMS takes the form of uncer-
tainty concerning what kind of outcome a task will
produce, what the solution quality of the outcome
will be, how long it will take to achieve the outcome,
whether a soft interaction exists between tasks, and
what the power of existing soft interactions are.

At the lowest level there is a distribution of possi-
ble kinds of outcomes for a task. Each outcome has
asolution quality distribution and a duration distri-
bution. Different outcomes can represent different
kinds of solutions to a problem, e.g., success versus
failure or different ranges of value. Note that the
outcome of a task is not directly under the control of
the problem solving system. Outcomes just allow us
to represent the different kinds of answers we could
get after executing a task. Different outcomes can
have different interactions with other tasks. For ex-
ample, a positive outcome might facilitate another
task while a negative outcome does not. Associ-
ated with each interaction is a likelihood that the
interaction actually exists and distributions for the
parameters of the effect. For example, associated
with a facilitation interaction is a likelihood that
facilitation will actually take place (say 50 percent)
and distributions for the power parameters that de-
scribe the effect on solution quality and duration of
the facilitated task.

Given these kinds of uncertainties, the sched-
uler needs to produce schedules that are likely to
achieve the kind of results desired. It does this by
scheduling using likely bounds of expected task per-

formance (rather than just expected values), possi-
bly scheduling redundant tasks to increase certainty,
monitoring the performance of executing tasks and
rescheduling when necessary.

Rather than just schedule using the expected
values from solution quality and duration distri-
butions, the scheduler actually combines distribu-
tions, and uses upper and lower bounds to pre-
dict the results of computations. This allows best
and worst case expectations to guide the decisions
about which schedules to choose to execute. Our
use of bounds in scheduling has been influenced
by the work of Fujita [Fujita and Lesser, 1996a;
Fujita and Lesser, 1996b].

One aspect of this is that it is sometimes ben-
eficial to schedule redundant tasks to increase the
likelihood that a good result is generated. For ex-
ample, we may choose to use each of two methods
for computing an intermediate result, to allow us
to choose the best actual outcome at runtime. This
is particularly useful for the kind of Al search tasks
that we are most interested in scheduling, because
they are most likely to have significant amounts of
uncertainty in their predicted results.

Also important to ensuring that schedules per-
form as expected is the monitoring of the execution
of tasks. This involves setting appropriate expec-
tations for task execution, actually checking on the
progress of tasks as they execute to see if they are
meeting expectations, and possibly rescheduling if
expected performance is being either not met or
exceeded.

Scheduler interface

One important aspect of a scheduling system such
as ours is that it does not work in isolation. It needs
to interact with the other components in a problem
solving system. We have spent a significant amount



of time working out the details of an input/output
specification between the scheduler and a “decision
maker” that uses the schedule output to decide what
to do and what information to communicate to
other problem solving agents [Garvey ez al., 1994].

At the heart of the scheduler interface is the idea
of commitments, which constrain the scheduler to
try to produce schedules with particular properties.
When the scheduler can commit to satisfying some
particular constraint, that commitment can be com-
municated to other agents, who can rely on itin their
computations.

The scheduler supports three kinds of commit-
ments:

e Do commitment — that commits the scheduler to
completing a particular task as part of problem
solving,

o Deadline commitment — that commits the sched-
uler to completing a particular task by a deadline
(presumably a deadline that is earlier than the
hard deadline associated with the task),

o Earliest-start-time commitment— that commits the
scheduler to not starting a particular task before
an earliest start time (again, presumably an ear-
liest start time that is later than the hard earliest
start time associated with the task)

The scheduler is invoked with a set of commit-
ments that the decision maker would like satisfied.
Deadline and earliest start time commitments can
have either specific times associated with them or,
for deadlines an indication that the earliest possible
finish time is desired and for earliest start times an
indication that the /atest possible start time is de-
sired. This allows the scheduler to build schedules
with realistic values for these parameters rather than
forcing the invoker to guess what reasonable times
might be. The scheduler attempts to satisfy all com-
mitments, and when this is not possible it tries to
satisfy the most important commitments. When
commitments are not satisfied, the scheduler tries
to suggest alternate commitments that it can satisfy.

The result is a set of schedules that satisfy par-
ticular commitments or suggest alternates. The de-
cision maker can then choose to communicate in-
formation about which tasks will be completed and
when to other agents, which can in turn rely on that
information when producing their own schedules.
Another use for commitments is to allow the sched-
uler to be easily controlled by a higher level agent
that uses the scheduler to understand the lower level
effects of high level decisions as described in the in-
formation gathering work of Zilberstein and Lesser
[Zilberstein and Lesser, 1996].

Also part of the invocation of the scheduler is an

indication of what the scheduler objectives should
be. This allows priorities to be set indicating what
combination of maximizing solution quality, in-
creasing certainty and finishing as soon as possible
is desired. For example, one invoker of the sched-
uler might want to maximize solution quality, while
another may want a schedule that is most likely to
achieve solution quality above a particular thresh-
old.

Associated with each schedule is a detailed sum-
mary of what solution quality can be expected for
every task in the TEMS task structure, information
about the uncertainties associated with schedule el-
ements (including how likely it is that particular
schedule elements will not complete execution be-
fore their deadline), and monitoring points at which
the scheduler suggests ranges of performance that
are acceptable.

Conclusions

We have described recent work in the area of design-
to-time real-time scheduling. First we outlined how
approximations of the sort we require tend to arise
in applications. Then we described how uncertainty
is represented and how it affects the scheduler. Fi-
nally we described parts of the interface between the
scheduler and its invoker. Together these threads be-
gin to show how the design-to-time approach can
be used to solve real world problems in a reasonable,
efficient way.
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