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Multistage Negotiation for Distributed
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Abstract—A cooperation paradigm and coordination protocol
for a distributed planning system consisting of a network of
semi-autonomous agents with limited internode communication
and no centralized control is presented. A multistage negotiation
paradigm for solving distributed constraint satisfaction problems
in this kind of system has been developed. A distributed con-
straint satisfaction problem arises when multiple goals must be
satisfied, with satisfaction of each goal requiring a coordinated
set of actions distributed over the network, subject to local
constraints at each node. The strategies presented in this paper
enable an agent in a distributed planning system to become aware
of the extent to which its own local decisions may have adverse
nonlocal impact in planning. An example problem is presented
in the context of transmission path restoral for dedicated circuits
in a communications network. Multistage negotiation provides
an agent with sufficient information about the impact of local
decisions on nonlocal state so that the agent may make local
decisions that are correct from a global perspective, without
attempting to provide a complete global state to all agents.
Through multistage negotiation, an agent is able to recognize
when a set of global goals cannot be satisfied—a condition making
the problem overconstrained—and also is able to solve a related
problem by finding a way of satisfying a reduced set of goals.

I. INTRODUCTION

E CONSIDER a distributed problem-solving system
Wto be a computer network in which many problems
or tasks are presented to the network for solution by one or
more processing nodes within the network. In the systems we
consider, problems may be presented to the network by one or
more nodes and they generally cannot be solved by a single
processing node acting alone. The networks of interest to us are
the “coarse grained” variety in which each processing node is
a semiautonomous problem solver having a finite set of local
resources and a limited communication capacity with other
nodes. A distributed problem-solving system is characterized
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by the absence of any centralized decision maker or control
authority. The network attempts to complete all tasks by some
form of cooperative action among the nodes.

In this paper, we present multistage negotiation as a co-
operation paradigm and a coordination protocol that results
in effective network problem solving. The strategies we de-
scribe illustrate the issues involved in performing a complex
distributed search in which incompatibilities among solutions
to interacting subproblems may not be directly observable at
an agent, but can only be recognized as a more global view
of the solution to the entire problem is constructed.

Within the context of distributed problem solving systems in
general, an important class of problems known as distributed
resource allocation problems has been extensively studied. Ex-
amples include job scheduling in distributed operating systems
[18], distributed file allocation [10], and routing in packet
switched networks [9]. In each of these applications, the prob-
lem solving goal is to find an allocation of resources among
the network nodes that optimize some system performance
measure.

Here we consider a related class of problems in which
satisfaction of each goal presented to the network requires
a coordinated set of actions distributed over a subset of
the nodes for completion. Each node has limited resources
available for satisfaction of global goals, and once a resource
has been committed in satisfaction of one goal, it cannot be
used for another. Planning relative to satisfaction of the set
of global goals is nontrivial. The combination of local re-
source constraints and required coordination of actions among
nodes that results gives rise to a complex set of global,
interdependent constraints. We refer to these problems as
distributed constraint satisfaction problems. They are related to
classical constraint satisfaction problems [14] and other types
of distributed constraint satisfaction problems [19], [22] in that
allocation of resources within an agent for satisfaction of a
particular goal is analogous to assigning a value to a variable
in these more classical problems.

Solving this kind of distributed constraint satisfaction prob-
lem requires two primary steps. First, as each goal is intro-
duced to the network, a set of alternative goal decompositions
must be generated in which each alternative represents one
feasible means for satisfying a specific goal. (This step cor-
responds to identification of the sets of values that variables
can take in conventional constraint satisfaction problems.) The
second step is a distributed search among these alternatives
to identify a set of choices that enables the satisfaction of
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as many global goals as possible. This distributed search is
a complex one because it is asynchronous and agents must
simultancously attempt to identify an overall solution, avoid
falling into endless cycles of activity, and recognize when the
problem is overconstrained. Though none of these problems
would be difficult to solve (given a global perspective), lack
of a global view makes them nontrivial. Thus the distributed
search step results in an iterative exchange in which agents
negotiate in an attempt to acquire enough knowledge about the
global state to identify conflicts that exist and resolve them.
In this paper we present multistage negotiation and algorithms
for accomplishing the requisite negotiation as a technique for
performing the distributed search necessary in this second step.

The primary contributions of our negotiation protocol are
twofold. First, multistage negotiation makes it possible to
detect and resolve conflicts among locally “good” partial
solutions in a distributed environment without requiring in-
terchange of detailed local state among nodes. The solution
to the set of global goals is never known to any agent in the
system. Second, multistage negotiation permits the network
to detect overconstrained problem sets and act to remedy the
situation by finding a solution to a reduced problem set that is
related but feasible, given the current set of constraints.

Multistage negotiation is specifically not intended as a
mechanism for problem decomposition in the system, but
rather as a means for selecting one possible decomposition
from among several alternatives. Our protocol may be viewed
as a generalization of the contract net protocol [6], (16],
[17]. The contract net was devised as a mechanism for
accomplishing task distribution among agents in a distributed
problem solving system. In a contract net, task distribution
takes place through a negotiation process involving contractor
task announcement followed by bids from competing sub-
contractors and finally announcement of awards. Multistage
negotiation generalizes this protocol by recognizing the need
to iteratively exchange assessments made by a node about
the impact of its own choice concerning what local tasks to
perform in contributing to a solution of global problems.

Multistage negotiation produces a cooperation strategy sim-
ilar in character to the functionally accurate/cooperative par-
adigm [12] in which nodes iteratively exchange tentative
and high level partial results of their local subtasks. This
strategy results in solutions that are incrementally constructed
to converge on a set of complete local solutions that are
globally consistent.

In the sections that follow, we first provide an intuitive
introduction to the problems that are encountered in dynami-
cally solving distributed constraint satisfaction problems. We
then describe an application domain in which these types of
problems must be solved in a diffuse manner. This applica-
tion domain forms the framework within which we illustrate
the details of our protocol. In Section IV, we formalize
the problem, giving precise formulations of the kinds of
information concerning local and nonlocal conflict that must
be propagated. In this section, we also indicate how this
knowledge concerning impact is propagated among problem
solving nodes. After that, we show how internode coordination
is accomplished so that the protocol results in convergence on
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TABLE 1
A SIMPLE SCENARIO—GLOBAL VIEW
Agent Goal Alternative Resources
Required
A gl al rl, 12, 13, 14
a2 12, 15, 16
B g2 bl 6, 18
b2 4, 17
C g3 cl 1, 17
c2 15, 18
TABLE 11

RESOURCE CONTROL FOR THE
SIMPLE SCENARIO

Agent Resources
A 11213
B 4 15 16
C 1718

a solution. Finally, we discuss issues related to implementation
and evaluation of these strategies, with the aid of a trace of
typical activity during problem solving.

II. SOLVING DISTRIBUTED CONSTRAINT
SATISFACTION PROBLEMS

In this section, we give an overview of the problem solving
process, with emphasis on providing an intuitive feel for the
nature of the problems that are encountered in dynamically
solving distributed constraint satisfaction problems. We pre-
sume that the first phase of problem solving has already been
accomplished (as described in [15]), so that several alternatives
for goal satisfaction have been identified, each of which is
feasible, when considered in isolation.

As an example, consider a situation in which there are three
system goals: g1, g2, and g3. In this scenario, Agent A has
primary responsibility for satisfying g1, Agent B for satisfying
g2 and Agent C for satisfying g3. Globally, there are two
alternative ways of satisfying each of the goals. These are
summarized in Table 1.

It is easy to see, given this global perspective of the
problem, that alternatives al, bl, and c¢2 are in conflict
because multiple copies of resource 18 would be required to
implement this family of alternatives. Alternatives a2, b2, and
¢l are in conflict for a similar reason. (We do not regard
alternatives al and a2 as being in conflict because they are
both alternatives for the same goal, hence would never be in
contention for resources.) Indeed, given the global perspective,
it is immediately evident that it is not possible to satisfy all
three global goals: the problem is overconstrained.

Consider the problem from the agents’ local perspectives,
however. Each agent only has knowledge concerning its own
local resources and those resources whose control it may share
with another agent. Suppose that resource control is distributed
according to Table IL

From this perspective, it is evident that Agent A has
knowledge regarding only those portions of alternatives al,
a2, and c1 that utilize resources it controls. Similarly, Agent
B knows only about those portions of alternatives al, a2, bl,



1464

b2, and ¢2 that involve its resources and Agent C is aware of
fragments of alternatives bl, b2, c1, and c2. Each agent can
find portions of solutions that are locally feasible for each of
the goals about which it has knowledge. There is no evidence
in any agent’s local knowledge that would allow it to infer
that the overall problem of satisfying all three global goals is
infeasible.

It is important to observe (based on Table II) that selection
of alternative al, for example, requires the coordinated action
of agents A and B and the selection of alternative b2 involves
joint activity on the part of agents B and C. This need for
coordinated activity makes it necessary for agents to be able
to assess what the impact of their own local choices is,
nonlocally.

In our work, the impact of any local decision is ultimately
due to the fact that a particular resource cannot be committed
more than once. We capture the essence of this lowest level
contention among resources in a locally determined conflict
set. The conflict set (in agent ¢) for a local fragment f of
alternative al consists of other alternative fragments in agent
¢ that are in contention with fragment f over some resource
controlled by agent i. In the aforementioned scenario, the
conflict set in Agent B for the local fragment of alternative
al would contain the local fragment of alternative b2.

If all of the locally known fragments for potential satis-
faction of some goal g; are in contention with some local
fragment f for another goal g;, then fragment f locally
excludes satisfaction of g;. Thus the information contained
in local conflict sets can be aggregated to determine (local)
exclusion sets for each fragment.

As is evident from the example above, knowledge about
which fragments are in local contention with other fragments
is not adequate for arriving at a clear picture of the nonlocal
conflict that is present. It is necessary, for example, for Agent
C to understand that its selection of local fragments associated
with alternatives b2 and c2, though apparently feasible, leads
to conflict when viewed from Agent B’s perspective (because
Agent B would have no way of satisfying gl if its choices
that are compatible with alternatives b2 and ¢2 were selected).
It is clear that a form of choice exclusion may be induced
by nonlocal constraints. Thus there is a need for propagating
information concerning induced exclusion of alternatives.

Finally, detection of overconstrained situations is necessary.
In the scenario we have discussed, agents must recognize that
it is possible to satisfy any two of the three goals, but not all
three. Thus it is necessary to construct induced goal exclusion
sets that indicate what subsets of goals are intrinsically in
conflict with one another.

The information about nonlocal conflict that is required to
solve distributed constraint satisfaction problems of the kind
described here is aggregated through multistage negotiation. In
negotiation, agents first make tentative commitments to local
alternatives that would serve to partially satisfy the goals for
which they are responsible. In making a tentative commitment,
an agent removes the affected resources from the pool of
available resources.

After making a tentative commitment to some alternative or
set of alternatives, an agent requests that other agents confirm
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Fig. 1. Distributed depth first search.

this commitment by making their own local commitments in
ways that are compatible. If all of the agents involved in a
global alternative are able to do this, the agents have arrived
at an acceptable solution. If some agent finds that it cannot do
so, it replies that it cannot, and other agents must revise their
tentative commitments. This leads to an iterative exchange that
results in the construction of induced exclusion sets and goal
exclusion sets in the agents.

The process of attempting satisfaction of multiple global
goals occurs simultaneously in the network. Each goal is
processed by carrying out what is essentially a depth first
search of its space of plan alternatives, as depicted in Fig. 1.
Problems arise when one agent’s choices act to block another’s
exploration of its space of alternatives. When a tentative com-
mitment cannot be confirmed, an agent has no real choice but
to retract it, thereby making the resources that were previously
allocated (albeit tentatively) available. It is evident that the
problem solving context changes over time. It is sometimes
necessary to retry alternatives that had previously failed when
tentative commitments have been retracted. For this reason,
the protocol must provide a mechanism for determining when
it is appropriate to retry a previously explored portion of the
search space and a mechanism for avoiding endless loops.

III. APPLICATION DOMAIN

We illustrate multistage negotiation in the context of an
application domain involving transmission path restoral in a
complex communications system. Such a system consists of a
network of sites, each containing a variety of communications
equipment, interconnected by links. These sites are partitioned
into several geographic subregions with a single site in each
subregion designated as a control facility. Each control facility
has responsibility for communication system monitoring and
control within its own subregion and corresponds to a single
agent in the distributed problem solving metwork. In order
to distinguish between the communication network and the
problem solving network, we reserve the term “site” to mean
a physical location in the communication system. The term
“node” will be used to refer to those sites at which processing
and control reside.

The communication network considered here represents a
long-haul, transmission “back-bone” of a larger, more com-
plex communications system. From this transmission oriented
perspective, each user is provided with a dedicated set of
resources (equipment and link bandwidth) that establishes a
point-to-point connection, or circuit, for a significant period
of time. Any equipment failure or outage will cause an
interruption of service to one or more users. Each service in-
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TABLE 1T
GLOBAL PLANS IN EXAMPLE 1

goal  global plan

subgoals

resources required

gl  p11 la—1b—1lc—1d—1le—1f
P12 2a —2b—2c—2d—2e—2f
92 p2.1 3a —3b—3c—3d—3e—3f
P22 4a — 4b — 4c — 4d — 4e — 4f
P23 4a — 5b — 5c — 5d — 4e — 4f

r11,rb2,7bl, vbd, 121,731, r4l,rel, vl
712,722, rel, re2, red, 732, rdl, 742, 752
713,723,733, rdl, r43,rel, r53
r14,rbl, 724, rcl, r34, rd44, r54
r14, rbl, r25, re3, r35, rdd, ro4

Fig. 2. Network example 1.

terruption gives rise to a network task whose solution requires
transmission path restoral. Since any single interruption may
be observed at one or more nodes in the network, the same
network problem may arise in multiple nodes independently.

The distributed constraint satisfaction problems addressed
in this paper and our approach to solving them can best be
understood with the aid of an example. A simplified diagram
of a small network is shown in Fig. 2.

There are eight subregions shown in Example 1, labeled
Al, A2, B, C, D, E, F1, and F2. There is assumed to be one
intelligent agent responsible for control within each subregion.
Each site is designated by a letter-number pair, where the
letter indicates the subregion in which the site is located. The
communication network links are designated by r-number.

For the purposes of describing the restoral problem, we
assume that there is an equipment malfunction at station B-
1 that fails all communication using link rb3 and another at
site C-2 that fails all communication using rc4. For the sake
of simplicity, we further assume that each link can handle at
most one circuit.

As a result of the presumed failure, two circuits are dis-
rupted, namely ckt-1 and cki-2. In this scenario, ckt-1 es-
tablished a path from Al-1 to F1-1 while ckt-2 involved a

route from A2-1 to F2-2. The restoral activity is initiated
when an agent observes disruption of a circuit terminating
within its subregion and recognizes that restoral is required.
In this example, the restoral goals are autonomously created in
subregion A1 (for ckt-1), and subregion A2 (for ckt-2). Each
agent initially has only the following knowledge about each
circuit terminating in its subregion:

« a circuit identifier that is unique within the network,

+ a priority or degree of urgency for restoral,

« detailed routing of this circuit within this node’s area of
responsibility, and

» the end stations of the circuit and the nodes responsible
for them.

In addition, each agent has detailed knowledge concerning the
status of resources resident in its subregion.

The first phase of the restoral process involves generation
of alternative plans and is discussed elsewhere [15]. When
viewed from a global perspective, plan generation (applied to
our example) produces multiple alternative restoral plans for
each circuit. Each plan is represented in Table TIT as a list of
local subgoals, or plan fragments.

To clarify the example, we have adopted a naming conven-
tion for restoral tasks and alternative plans that incorporates
the circuit name and plan number; thus the two alternative
plans for restoring circuit ckt-1 are designated p1,; and p 9. It
is essential to remember that these are global plans that have
been generated in a distributed manner, and no single node
necessarily knows of all plans or any one complete plan.

As a result of plan generation, each agent produces local
alternative plan fragments that may be used to complete global
restoral tasks. Each global plan then consists of a set of
locally known plan fragments distributed over the network
and can be viewed as a problem decomposition over the
network. Relative to our example, each global plan listed in
Table T1I is composed of several fragments (each satisfying
a local subgoal) distributed over a subset of the agents. This
is illustrated in Table IV, which summarizes what each node
knows about goals, subgoals, alternative plan fragments, and
local resources.! Plan fragments are numbered and each is
identified by a letter indicating the responsible agent. Note that
agents are not explicitly aware of global alternative plans, but
are only aware of local alternatives. For example, even though
Agent A2 has resources needed by pa 1, p2,2 and pa 3, the local
plan fragment is the same in two of these cases (namely ps 2
and ps 3). Thus Agent A2 “sees” only two alternative plans

IResources b3 and rc4 are not shown in Table IV because they are
presumed to have failed, and are not available for use.
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TABLE 1V
LocaL KNOWLEDGE IN EXAMPLE 1
Agent Al Agent A2
goal subgoal pf | »11 712 goal subgoal pf | r13  rl4
resource count 1 1 resource count 1 1
gl la la 1 g2 3a 3a 1
2a 2a 1 4a 4a 1
Agent B
goal subgoal pf | 11 r12 r13 rl4 rbl 721 22 r23 124 r25 b2 rbd
Tesource count 1 1 1 1 1 1 1 1 1 1 1 1
gl 1b 1b 1 1 1 1 1
2b 2b 1 1
g2 3b 3b 1 1
4b 4b 1 1 1
5b 5b 1 1 1
Agent C
goal subgoal pf | r21 722 23 r24 725 rcl 7re2 re3 v31 r32 £33 734 r35
resource count 1 1 1 1 1 1 1 1 1 1 1
gl lc lc 1 1
2¢ 2c 1 1 1 1 1
g2 3¢ 3c 1 1
4c 4c 1 1 1
5¢ 5¢ 1 1
Agent D
goal subgoal pf | r31 732 33 »34 r35 rdl r4l 742 r43 rdd
resource count 1 1 1 1 1 1 1 1 1 1
gl 1d 1d 1 1
2d 2d 1 1 1
g2 3d 3d 1 1 1
4d 4d 1 1
5d 5d 1 1
Agent E
goal subgoal pf | r41 r42 143 744 rel 751 r52 r53 754
resource count 1 1 1 1 1 1 1 1
gl le le 1 1 1
2e 2e 1 1
g2 3e 3e 1 1
4e de 1 1
}
Agent F1 Agent F2
goal subgoal pf | r51 r52 goal subgoal pf | 753 r54
resource count 1 1 resource count 1 1
gl 1f 1f 1 g2 3f 3f 1
2f 2f 1 4f 4f 1

for goal g2, even though there are three global plans for g2
in which agent A2 participates.

This example is considerably oversimplified in order to
focus attention on the significant characteristics of the problem
and to illustrate the cooperation strategy that results from
multistage negotiation. The communication network has been
simplified so that link capacity is the only resource, and there
are no constraints arising from local equipment configurations.

The number of circuits and link capacities are also much
smaller than is typical. Since only two system goals exist,
the interactions are simple and can be recognized quickly. In
a larger problem, indirect interactions often involve multiple
dependencies and may require several steps of negotiation to
detect and resolve.

The multistage negotiation protocol presented in this paper
involves a three phase algorithm. First, an asynchronous
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Fig. 3. Global search space in the multistage negotiation.

search phase is initiated to identify sets of joint agent actions
that satisfy as many system goals as possible. During this
phase, agents exchange information concerning the nonlocal
impact of their local tentative decisions. This exchange of
information gives agents the ability to recognize conflicts
early in problem solving and serves to guide the search in
more fruitful directions. Second, when it becomes clear that
there is not enough information available, even after all local
choices have been examined, a coordinated search phase
is entered. During this coordinated search, a complete but
abstracted view of nonlocal conflict in the problem solving
network is constructed. Third, it is possible that the problem is
overconstrained in the sense that not all of the global goals can
be satisfied, given the current set of local constraints. When
an overconstrained problem is recognized, an overconstrained
resolution phase is required to select a suitable set of global
plans for execution.

IV. FORMALIZING THE PROBLEM

As has been indicated (and as is shown in Fig. 3), we
can view the global search space as consisting of a set of
high-level global goals. Each global goal, g;, has associated
with it a set of global plans, {p;;}, any one of which can
satisfy the goal. A global plan, p; ;, is further decomposed
into subgoals, each of which corresponds to establishment of
point-to-point transmission paths between two sites. Let 8; 5.5
denote the kth subgoal for a global plan p; ;. Since subgoals
are related to establishment of portions of a circuit in a region,
each subgoal is associated with a specific agent (namely the
agent responsible for control activity in the relevant geographic
region). It should be noted that a subgoal may belong to
multiple global plans because a single subpath may be a
component of several distinct sets of global restoral plans.
In addition, an agent may know of multiple ways of satisfying
a subgoal. These multiple sets of control actions for subgoal
satisfaction are represented as plan fragments, fi ik

When an agent begins its restoral activity, it has knowledge
of goals that have been locally instantiated. A space of
alternatives to perform some part of these tasks has been
formulated during plan generation without regard for any
interaction problems. After this phase, each agent is aware

1467

of two kinds of goals: primary goals (or p-goals) and sec-
ondary goals (or s-goals). In this application domain, p-goals
are those instantiated locally by an agent in response to
an observed outage of a circuit for which the agent has
primary responsibility (usually because the circuit terminates
in the agent’s subregion). An agent’s p-goals are important in
general because negotiation is initiated relative to a particular
system goal g by the agent that has g as a p-goal. An
agent’s s-goals are those that have been instantiated as the
result of a request from some other agent. An agent regards
each of its s-goals as a possible alternative to be utilized
in solution to a problem relative to some other agent’s p-
goal.

Resources (link capacity) in the system either reside in an
agent, or are shared by two agents. When a resource is shared
by two agents, utilization of the resource must be coordinated
between both agents. Suppose that a resource 71 is shared
by two agents, agent A and agent B. If r1 is allocated in
agent A in order to satisfy subgoal s ; ;, agent B must also
utilize r1 in satisfying its subgoal s ;; that is part of the same
global plan. This means that agent B must select a subgoal that
requires 71, so negotiation between agents is required.

The concepts of conflict, exclusion, goal exclusion, and
induced exclusion were intuitively discussed in Section IL. In
order to devise algorithms that properly ensure the requisite
exchange of knowledge among agents during negotiation,
it is necessary to formalize these concepts associated with
the propagation of knowledge concerning local and nonlocal
impact of local decisions. Our formalisms are given in terms
of first order logic and are used as the basis for the negotiation
algorithms we have developed.

A. Conflict Set

The conflict set for a subgoal s represents a set of subgoals
that cannot be selected for satisfaction concurrently with
subgoal s. Intuitively, it represents the minimal local (negative)
impact of selecting subgoal s for satisfaction. It also embodies
the effects that local resource constraints have on the set of
alternative actions available to an agent. Once computed, the
conflict set for a subgoal does not change as problem solving
proceeds, because it is based only on local constraints, prior to
commitment of any resources during negotiation. Computation
of the conflict set for a subgoal is based on the observation
that any set of plan fragments for distinct goals is incompatible
(or in conflict) if it requires more resources than are locally
available.

In Example 1 (see Fig. 2 and Table IV), agent B has
five subgoals: {1b,2b, 3b,4b, 5b}. Each subgoal has one plan
fragment satisfying it. Since plan fragments 1b and 4b use
the same resource, rbl, and there is only one copy of 7bl,
1b and 4b cannot be selected at the same time. Similarly, 1b
and 5b cannot be selected simultaneously. Thus, {1b,4b} and
{1b,5b} are not compatible.

In our logical formulation, we assign the value frue to a
subgoal s; when it is selected and false when it is not selected.
Thus, when the formula s1 A sg holds, both s; and sz have
been selected.
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Let D, = {51,52,...,5”%} be a set of subgoals for
distinct goals. Whenever Dy, is not compatible, the following
formula holds:

(A s

$; €Dy,

Suppose now that {Dy, Ds, ..., D,} is a collection of sets,
each of which is not compatible. Whenever subgoal s; € D,
and Dy is a set of subgoals for distinct goals that is not
compatible, s; cannot be satisfied along with all the other
subgoals in Dj. Thus we let

N;, = {Dx] si € Dy A Dy, is not compatible}.

Logically, we observe that N, can be represented as
N —GsnCA s
Dy ENSi s;€Dy
This is equivalent to

v AV

DyEN;, s;€D j#i

(=5)).

The second term in this disjunction corresponds to the conflict
set C'S, defined in [4]. We therefore define the conflict set
for a subgoal s; as

Co=( A Vo s,

DEN,, s;€Dy,j#i

Recall that Example 1, in agent B, the sets {1b,4b} and
{1b,5b} are not compatible. Therefore,

Nyy = {{1b,4b}{15,5b}}.
This is logically equivalent to the following:
Nip = 216V (—4b A =5b).

Informally, this says that “one must either give up 1b or both 4b
and 5b.” The conflict set C, is given as {{4b,5b}}, logically
represented as, Cy, = —4b A 5.

B. Exclusion Set Construction

The conflict set for a subgoal s; represents sets of subgoals
that cannot be selected for satisfaction concurrently with s;.
The exclusion set for a subgoal indicates sets of other subgoals
and alternative plan fragments satisfying those subgoals that
cannot be utilized in the event that this particular subgoal is
selected for satisfaction.

The exclusion set for a subgoal s; is defined in terms
of a collection of sets of global goal descriptions. For the
purposes of this discussion, a goal description is a pair
consisting of a goal and a choice list. Each choice-list is
associated with a subgoal and intuitively corresponds to a set
of alternative plan fragments for satisfaction of that subgoal
that have been explored in negotiation. Since global plans
are not known to agents beforehand, choice lists must be
incrementally constructed and updated during problem solving.
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Choice Lists: The negotiation phase of problem solving
begins in some agent having at least one p-goal. This agent
examines its own p-goals, makes a tentative commitment,
and sends a message to other appropriate agent(s) to confirm
this tentative commitment. This message serves to initiate
negotiation regarding the relevant global goal. It consists of
a subgoal in the tentative commitment, resources to be shared,
and the number of copies of each shared resource required.

The initial choice-list for a subgoal of ¢ in the agent that
has ¢ as a p-goal is of the form

(agent index total-number).

Here, agent refers to the agent that has the p-goal for g,
index represents a local identifier for the tentative choice,
and ftotal-number refers to the total number of alternatives
known locally. This initial choice-list is determined prior to
negotiation. As negotiation proceeds, the agent transmits a
message requesting confirmation of a tentative commitment.
This message contains the subgoal for which confirmation is
requested and its choice-list, reflecting the current tentative
commitment.

Upon receipt of a request for confirmation, an agent exam-
ines its local options regarding alternative subgoals that are
compatible with the subgoal in the confirmation request. It
then selects one of its local subgoals and builds a choice-list
for that subgoal by forming the conjunction of the choice-list
that was transmitted and its local choice for satisfaction of
that subgoal. The agent’s local choice is determined through
examination of local data structures that are similar in form to
routing tables, as shown in Table V. Negotiation continues as
this agent in turn transmits requests for confirmation.

Formally, the choice list is represented as a disjunction of
terms, each of which is of the form Alocal-id. Thus

choice-list = \/ /\ local-id.

In this expression, each set of conjuncts represents one
set of alternatives for satisfaction of the subgoal that has
been explored during negotiation (so far). Each local-id in
a choice-list represents a choice made at an agent, so

local-id =(agent index total-number)|
(entry-id index total-number).

1

The choice list transmitted in a message is used in identify-
ing the global plan to which a particular subgoal belongs. As
has been mentioned before, it is possible for a given subgoal
to be associated with different global plans, and the choice
list provides a compact abstracted representation for global
plans that is similar in nature to the tags that are used during
plan generation [15]. Choice-lists, however, play a crucial role
in control for multistage negotiation. Incremental construction
of the choice-list can be illustrated using a simple scenario
drawn from Example 1.

In Example 1, 4e is selected when either 4d or 5d is
selected by agent D. In this example, the choice list of
4d is (A222) A (B-412) and the choice list of 5d is
(A2 2 2) A (B-4 2 2). Suppose that agent F receives a request
for confirmation of 44 first, and agent E updates the choice
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TABLE V
INTERNAL TABLE OF AGENT agent BinExamplel
entry-id  goal resource resource  subgoal
count list
B-1 gl rll 1 16
B-2 gl rl2 1 2b
B3 ¢2 r13 1 3b
B-4 g2 rl4 1 4b, 5b
B-5 gl 21 1 15
B6 gl r22 1 2b
B-7 g2 r23 1 3b
B8 g2 124 1 4b
B9 g2 r25 1 5b

list of 4e to that of 4d. When agent E receives a request for
confirmation of 5d later, it updates the choice list of 4e to the
disjunction of the current choice list of 4e and the choice list
of 5d. Thus, the choice list of 4e, cl(4e), would become:

cl(de) = ((A222) A (B-4 12)) V (A2 22) A (B-422))
= (A2 2 2)A((B-4 12)V (B-422)).

Because this reflects all of the options for entry B-4 in Table
V, the choice list for 4e can be simplified to

cl(4e) = (A2 2 2) A (B-4).

Exclusion Sets: At this point, we have formalized the con-
cept of a conflict set and indicated how choice-lists are
constructed. Suppose that the conflict set for a subgoal s;
is C,, = \/A\—s; and that cl(s;) denotes the choice-list
associated with s;. Then we define the exclusion set, E,,,
for subgoal s; as

E,, = \//\ﬂ<g0al(sj), cl(sj)>.

To illustrate these constructs, we calculate the exclusion
set of 1b, E1p, in Example 1. The conflict set of 1b,
Chp, is —4b A —5b. We again presume that the choice
list of 4b is (A2 2 2) A (B-4 12), the choice list of 5b is
(A2 2 2) A (B-4 2 2), and their goal is g2, Ey; is given as

By, =-<g2,(A222) A (B-412)>
A—<g2,(A222) A (B-422)>
= -<g2((A222) A (B-412))
V((A222)A(B-422)))>
=<g2,(A2 2 2) A (B-4)>.
This means that a decision on Agent B’s part to select 1b for
¢1 means that Agent B may not satisfy g2 using its local entry
B-4 and Agent A2 may not use its alternative 3a for g2. (The

interested reader can find more details concerning choice-list
and exclusion set construction and simplification in [5].)

C. Induced Exclusion

The initial local exclusion set for a subgoal s;, Ej,, repre-
sents the local impact of selecting s;. This local exclusion set is
calculated using only local resource constraints as reflected in
choice-lists initially determined for each subgoal. Information
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contained in local exclusion sets is exchanged as agents com-
municate so that they can learn about nonlocal conflicts that are
related to their local alternatives. The resulting knowledge is
accumulated in an external exclusion set. The overall exclusion
set that combines the local exclusion set and the external
exclusion set is called an induced exclusion set.

The induced exclusion set for a subgoal s;, I;,, represents
the local and nonlocal impact of selecting s;. When negotiation
begins, it is the same as the local exclusion set, and it
monotonically grows as the agent receives information about
conflicts from other agents (in its external exclusion set).

Suppose that agent A receives a request from agent X to
confirm agent X’s local choice sx and agent A knows of n
alternatives 54,1, . . . ,54,» that it could select with sx. If all
these alternatives turn out to cause conflicts, agent A should
transmit information concerning these conflicts to agent X.
Thus, it is necessary to combine the induced exclusion sets of
SA1, - - » San to reflect aggregated nonlocal impact.

In agent A, we know that

84,3 Ve, (1<i<n). 1)

Because sx is only part of a global plan, whenever it is
selected in the final solution, one of s 4 ; must also be selected.
Conversely, when one of s4 ; is selected in the final solution,
so must sx. Consequently:

—subgoals v SA 2)

1

From (2),

—8$x V (\/ SA’,'). (3)

k3

From (1) and (3), the following can be derived:

—sx V (\/ I,.) 4)

Therefore, agent A should send the following information to
agent X:

\‘/ISM.

Agent agent X will then update the induced exclusion set of
sx to be the conjunction of this expression and its current
induced exclusion set for sx.

To illustrate, we again consider Example 1. When agent B
receives a request for confirmation of 4a from agent A, it finds
two local candidates, 4b and 5b. Therefore, agent B needs to
combine the induced exclusion sets of 4b and 5b to aggregate
the exclusion set information concerning 4a. Suppose that
agent B has received exclusion set information from agent C
concerning 4b and 5b. In this case, we assume that

Iy = -<gl, (A1)>
and

I, = ~<gl, (A1)>.
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The induced exclusion set concerning 4 that is transmitted
from agent B to agent A is

Iy V I, = =<yl (A1)>.

On receipt of this knowledge, agent A accumulates it in the
external exclusion set of 4a.

Unfortunately, knowledge of how a local choice impacts one
other agent is not enough in general. For agent A to select
a particular subgoal s4, agent A must obtain confirmation
from all of the other agents with whom coordinated action
is required. When the replies from other involved agents
indicate that there is a conflict, it is necessary for agent A
to combine the relevant induced exclusion sets and add the
resulting knowledge to the induced exclusion set for s 4.

For the purposes of exposition, suppose that sy, is the
subgoal in agent X;, which must be selected in conjunction
with s4. The induced exclusion set for s4, I,, is defined
recursively as

Loy = (N Lx ) A Esy.

To illustrate this, we consider the induced exclusion set
of la, I,, in Example 1. la is a part of a global plan
p1,1, which uses subgoals 1la, 10, lc, 1d, le and 1f. Thus,
I, eventually becomes the conjunction of exclusion sets of
subgoals la, 1b, le, 1d, le and 1f. Suppose that Fyy is
-<g2,(A222) A (B-4)> and Ey, is 7<g2,(A2 1 2)>, and
all other exclusion sets, F,, E1., Fiq and E;. are empty.
Therefore,

Lo =FEypAEr
= ~<g2,(A2 2 2) A (B-4)> A=<g2, (A2 1 2)>.

The choice list in this expression can be simplified, using
simplification rules that are described in [5] so that

L1, = —<g2,((A222) A (B-4) ) V (42 1 2)>
= ~<g2,(A2) A (B-4) V (A2 1 2))>
= —<g2, ((A2) A (B-4) V ((A2) A (A2 12))>
= —<g2,(A2) A (B-4)>.

Notice that here the choice list in the goal description
reveals that there is conflict with all known alternatives from
agent A2, so agent A1 can recognize that 1a conflicts with ¢2.

D. Goal Exclusion

As has been observed in the preceding discussion, exclusion
sets and induced exclusion sets are associated with subgoals
and reflect sets of other subgoals (and alternatives for sat-
isfying them) that cannot be used if the associated subgoal
is selected for satisfaction. We have observed that when all
known alternatives for possible satisfaction of a p-goal are
represented in a goal description, it is possible for agents
to conclude that their local alternatives are in conflict with
satisfaction of global goals. Extending our formalisms slightly,
we see that it is also possible for agents to recognize when
subsets of global goals are in conflict with one another.
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Suppose that p-goal ¢ has n alternatives s1, ..., s, in an
agent. As we have observed before, this means that

—wgV(\/Isi).

In English, this means that we either abandon g or we
incur the impact reflected in the exclusion set of one of its
local alternatives. This motivates the definition of a local goal
exclusion set for g, GX, as

Gx, =\ I,

where G X, represents the impact of satisfying g. It contains
goal descriptions that conflict with g. This set is called local
because it does not take into account any indirect interactions
among global goals.

Consider, for example, the local goal exclusion set for g2
in Example 1. In agent A2, there are two alternatives, 3a and
4a, for g2. The induced exclusion set of 3a, I3,, is eventually
given as —~<gl,(Al)>, and the induced exclusion set of 4a,
I, is 7<g1,(A1)>. Goal g2 can only be satisfied by selecting
either 3a or 4a. Thus,

GXg2 = IBa \ I4a
= —=<gl, (A)> V ~<ygl, (A1)>
= ~<gl,(AD)>.

It is evident from this goal description that <gl,(Al)>
indicates a conflict of g2 with all potential ways of satisfying
gl. Thus, agent A2 can recognize that there is a conflict
between g1 and g2.

Single goal conflicts of the kind illustrated in this example
can be correctly detected using the mechanisms that have been
discussed so far in this paper. However, our mechanisms need
further extension in order to function properly when indirect
interactions occur. As the size of the problem solving networks
increases and subgoals become less tightly coupled, indirect
interactions occur.

Suppose, for example, that we have a scenario in which
there are three goals, gz, gy, and gz. In this scenario, agent
agent X has gz as a p-goal, agent Y has gy as a p-goal, and
agent Z has gz as a p-goal. There are five global plans: p.. ;
(for gz), py,1 and py o (for gy), and p,; and p. s (for gz).
Globally, we presume that the following formulas hold:

(P, A Dy1)
(pa,1 APz2)
“(py2 Apz1)-

Thus, no two goals are in conflict, but all three goals cannot
be satisfied at the same time.

Now suppose that the goal exclusion sets ultimately deter-
mined are: In agent agent X:

GXgr =<9y, (Y 12)> A—-<g2,(Z 2 2)>.
In agent agent V:

GXgy = ~<gz,(X)>V ~<gz,(Z 1 2)>.
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In agent agent Z:
GX,. = ~<gy, Y 22)>V -<gz,(X)>.

No agent can recognize the conflict among goals, though
partial goal conflict can clearly be detected. This phenom-
enon occurs because agents do not know indirect global
goal interactions. In order to overcome this problem, it is
necessary for agents to exchange local goal exclusion sets.
Each agent accumulates transmitted local goal exclusion sets
as an external goal exclusion set, in a manner similar to that
employed in construction of induced exclusion sets.

Recall that the local goal exclusion set G X for g is given as

GX, =\/I,

where each s; is a subgoal for g in the agent that has g as a
p-goal. We guarantee that agents learn about indirect conflicts
by insisting that an agent transmit its local goal exclusion set
to each agent that has a p-goal that appears in its local goal
exclusion set.

We define an external goal exclusion set, EX 4 for agent A
as

EX, = A (~g vV GX,)

geIGoals(agent A)

where IGoals(agent A) represents the set of goals that di-
rectly or indirectly interact with p-goals in agent A. We also
define an induced goal exclusion set, IG 4 for agent A as

IG4 = A

g€ PGoals(agent A

(mgVGXG ) NEX,

where PGoals(agent A) represents the set of p-goals in
agent A. It is important to observe that the induced goal
exclusion set is defined for an agent, not for each p-goal
because recognition of these indirect interactions can only
occur at the agent’s level.

Returning once again to the scenario we have been con-
sidering, agent X transmits its local goal exclusion set G X g,
to agent Y and agent Z, because GXg4, contains references
to gy and gz, which are the p-goals of agent Y and agent Z
respectively. Similarly, agent Y sends its local goal exclusion
set GX,, to agent X and agent Z, and agent Z transmits its
local goal exclusion set GX, to agent X and agent Y.

After receiving the local goal exclusion sets, agent X com-
bines them into its induced goal exclusion set. Thus,

IGx =(~gz V (=<gy, (Y 12)> A =<gz,(Z 2 2)>))
A (~gy V ~<gz,(X)>V -<gz,(Z 12)>)
A (~gzV—<gy, (Y 2 2)> V ~<gz,(X)>).
From this formula, it can be determined that

gz V gy V gz,

We call this kind of list a nogood-goal list that can be regarded
as an aggregation of the induced goal exclusion sets. Clearly,
agent X can recognize that either gz or gy or gz should
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be abandoned, and agent Y and agent Z also have the same
nogood-goal list.

In this protocol, each agent is required to send its local
goal exclusion set to agents whose p-goal is included in its
induced goal exclusion set. It need not broadcast the goal
exclusion set to all agents. Suppose that there were another
agent, agent I, which has gw as a p-goal and, in this example,
gw has no interactions with gz, gy or gz. In this case, the
local goal exclusion sets of gz, gy, and gz would not be
transmitted to agent . Thus, agent / would avoid exploring
the combinations of gw and other goals.

Resolving an Overconstrained Situation: Once global goal
conflicts are detected, it must be determined which goals
should be abandoned. Clearly, if there are conflicts among
sets of global goals, the overall problem is overconstrained
and no solution exists for the entire set of global goals. Some
set of goals must be abandoned so that a satisficing solution to
the system’s problem can be achieved. In many situations, the
resolution is clear, and is based on satisfaction of a maximal
number of global goals and other domain specific cost criteria.

In the scenario above, all agents, agent X, agent Y, and
agent Z, recognize the following formula:

=gz V gy 'V gz,

This means that all the goals, gz, gy, and gz, cannot be satis-
fied simultaneously, but if one of three goals is abandoned, the
remaining two goals can be satisfied. In this case, one heuristic
that could be used for determining which goal to abandon is the
total resource count required for goal satisfaction. If satisfying
gz would take more resources than satisfying either of the
other two goals, it should be dropped.

Based upon its nogood-goal list, each agent can reach the
same conclusion concerning which goal should be given up,
assuming that each agent has the same criteria for determining
which goal is to be dropped. In general, criteria for determining
which goal or goals are to be abandoned are domain specific.
There may be a criticality measure associated with goals or
a cost functional may provide the basis for making a choice.
Thorough treatment of this issue is beyond the scope of this

paper.

V. COORDINATION AMONG AGENTS

In the preceding section, we have presented a formalism
and outlined an asynchronous and distributed protocol for
distributed problem solving that is associated with that formal-
ism. Unfortunately, the problem of guaranteeing that a search
terminates with either the recognition of an overconstrained
situation or the satisfaction of all outstanding goals is non-
trivial. When agent communication only involves exchanging
exclusion sets, it is possible for agents to repeatedly try
the same combinations in attempting to satisfy their local
goals. Since the tentative commitments of other agents may
change over time, choices that were previously unavailable
may become valid due to changes in availability of nonlocal
resources. Recognizing that changes in the nonlocal resource
context make it appropriate to once again explore a previously
abandoned choice requires understanding the search state of
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other agents processing goals that pose potential resource
conflicts. It also requires understanding the state of other
agents that are involved in treating other aspects of the goal
that the agent is working to satisfy. In order to avoid repetitious
behavior, it is necessary to further coordinate the search among
agents.

The required coordination mechanism is based on an agent’s
ability to recognize that its subgoals’ induced exclusion sets
are stable and there can be no further change in them. When an
agent recognizes this, it knows that it should stop exchanging
exclusion set information and force other agents to try other
alternatives to provide a new context in which to attempt
satisfaction of the desired goal. When induced exclusion sets
are stable, an agent also has complete information regarding
relationships among global plans. Thus, agents can determine
whether there are conflicts among goals and, if so, they can
negotiate to determine which goals should be satisfied. They
can also determine which global plans should be used to
satisfy each goal (given appropriate domain dependent choice
heuristics). :

The use of this information on the state of exclusion
sets (stable and complete or incomplete) and the addition
of message protocols that force agents to explore other al-
ternatives and to compute a complete exclusion set lead to
a multiphase coordination protocol. In the paragraphs that
follow, we indicate how agents can recognize when various
sets are complete and describe the resulting overall control
structure that arises from the formalisms we have presented.

A. Identifying a Complete Exclusion Set

The induced exclusion set of a subgoal is calculated from the
local exclusion set, which in turn is locally obtained from the
choice lists of conflicting subgoals and the external exclusion
sets of other subgoals that belong to the same global plan.
An exclusion set or choice list is said to be complete if it has
complete information and will not change.

The local exclusion set of subgoal s in agent A is complete
if, and only if, the choice lists of all the conflicting subgoals
of s in agent A are complete. Thus, if an agent can recognize
whether the choice list of a subgoal is complete or not, it can
recognize whether the local exclusion set is complete or not.
Thus, in Example 1, the local exclusion set of 1e is complete
when the choice list of 3e is complete, because 3e is the only
subgoal conflicting with 1e. When a choice-list is complete, the
global plan to which the subgoal associated with this choice
list belongs can be identified.

Extending this line of reasoning, the external exclusion
set of subgoal s in agent A is complete relative to agent X
if all the induced exclusion sets received from agents other
than agent X are complete. Thus, in Example 1, the external
exclusion set of le is complete relative to agent D if the
induced exclusion set received from agent F'1 is complete. The
external exclusion set of 1f relative to agent F is immediately
known and is complete, because 1f does not introduce any
conflict in agent F'1, and 1f is used only with 1e in agent F.

Determining When the Choice List Is Complete: The choice
list is originally transmitted by an agent with a p-goal. As long
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as the subgoal is used by only one global plan, it is trivial to
recognize whether the choice list is complete or not; the first
choice list an agent receives is complete. When a subgoal is
used by multiple global plans, the choice list of the subgoal
will change as each global plan is tried. Thus, it is necessary to
provide additional information indicating whether the choice
list is complete or not. When a choice list is complete, the
agent can recognize which global plan is associated with
the relevant subgoal. Since the global plan is not known
beforehand, this observation is crucial in determining when
the global plan is recognized.

In Example 1, subgoal 4e is used by global plans p; 2
and po 3. If the global plan p; o is explored first, the choice
list (A2 2 2) A (B-4 1 2) is transmitted from agent D. Since
agent D knows that its subgoals 4d and 5d use the same
resource r44, it knows that the choice list to be transmitted
to agent E at this time is not a complete one for 4e. Thus,
agent D should send additional information to agent E, which
says that (A2 2 2) A (B-4 1 2) is the first of two choice lists
4e will receive. Using this information agent F knows that the
choice list of 4e is not complete yet. After agent F receives
another choice list, (A2 2 2) A (B-4 2 2), it can recognize that
the choice list of 4e is complete.

When the choice list has been propagated to the other end of
a path, the agent at the end of the path must return a choice list
acknowledgment along the path. In Example 1, this means that
when the choice list of 4 f becomes complete, agent F'2 should
send an acknowledgment to agent F. agent E then passes
this acknowledgment to agent D and so on. When an agent
receives this kind of acknowledgment, it can recognize that
it has exhausted its alternatives. Choice list acknowledgment
is the key to avoiding endless loops. (It should be noted that
the techniques used to generate alternative plans during plan
generation [15] ensure that there are no cycles in the path.
Thus termination of this process is not difficult to guarantee.)

Complete Induced Goal Exclusion Sets: If a situation that
is overconstrained is recognized, it is necessary to recognize
any existing interactions among global goals and decide which
goals should be abandoned. In order to correctly recognize the
global goal interactions, it is necessary to determine if the
induced goal exclusion set is complete or not.

The induced goal exclusion set is the combination of the
local goal exclusion set and the external goal exclusion set.
A local goal exclusion set is complete when the associated
exclusion sets of subgoals for this global goal are complete.
When a local goal exclusion set is transmitted to relevant
agents, the information concerning its completeness must be
attached so that an agent that receives a local goal exclusion
set can determine whether the goal exclusion set it receives
is complete. However, it is not trivial to recognize that the
induced goal exclusion set is complete, because the agent does
not know beforehand which goals interact with its own global
goals.

This problem can be addressed by requiring that a p-goal
agent maintain an interacting goal list for each of its own
p-goals. This list associates each goal that interacts with the
p-goal with a flag indicating whether the local goal exclusion
set concerning this goal is complete or not. When an agent’s
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var

IG =
IGL =

induced goal exclusion set;
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association list of a goal which directly or indirectly;

interferes with p-goals of the agent and a flag
which indicate the the complete goal exclusion set
for the goal has been received or not;

when a local goal exclusion set GX,; for g; becomes complete do

IG:= (~g;VGX, )NG;
for each g; € GX, do
if not assoc(g;, IGL) Then
push((g;, nil), IGL);
agent

:=The agent which has g;as a p-goal ;

Send a request-goal-exclusion-set message for g; to agent;

end if;
end do;
end do;

Fig. 4. Algorithm for detecting the complete induced goal exclusion set.

own local goal exclusion set becomes complete, the agent first
identifies global goals conflicting with its own p-goal. This
can be accomplished by examining the local goal exclusion
set of the p-goal. It then sends the local goal exclusion set to
the agents in the interacting goal list.

When a local goal exclusion set is received, an agent
incorporates it in its own induced goal exclusion set. It
then checks the interacting goals included in the local goal
exclusion set received and adds them to its own interacting
goal list. When a goal is added to the interacting goal list, the
agent’s complete local goal exclusion set is transmitted to the
agent which has the newly added goal as a p-goal.

Since the interacting goal list contains all the goals that
interact with the agents’ p-goal directly or indirectly, the
agent can recognize whether its induced goal exclusion set
is complete or not by examining the interacting goal list. If all
the complete local goal exclusions for goals in its interacting
goal list have been received, then the agent knows that its
induced goal exclusion set, which is the combination of the
local goal exclusion set(s) received and its own local goal
exclusion set, is also complete.

Fig. 4 summarizes the algorithm for detecting complete
induced goal exclusion set.

VI. IMPLEMENTATION AND EVALUATION

One strategy for implementing a negotiation protocol based
on the formalisms presented in this paper would involve
first computing all choice lsts. If all the choice lists are
determined first, then it is possible to obtain the exclusion sets
in complete form. This strategy would have agents calculate all
the exclusion sets and then negotiate to determine which goals
will be satisfied using which global plan. In this way, solutions
can be found without backtracking. Each agent updates all the
choice lists independently of other agents, and thus will never
try the same path again.

This sort of scheme, however, is equivalent to a distributed
breadth first search to explore all the combinations of alterna-
tives and then establish the solution. If the problem is overcon-

strained, this approach does not impose any inefficiency, sirice
the system must try all the combinations in order to recognize
the complete set of goals that is involved in an overconstrained
situation. If the problem is not overconstrained, however, it
may be possible to find a solution without trying all the
combinations.

In order to avoid unnecessary search, we have adopted an
alternative strategy. In our scheme, agents with p-goals first try
to establish a solution by selecting one of their alternatives for
each p-goal. Then, when a conflict is detected, they exchange
exclusion sets with other agents having p-goals and determine
the goals to be satisfied. Finally, they establish a solution for
each goal.

A. Multiphase Problem Solving Process

Our overall problem solving strategy involves three phases:
an asynchronous search phase, a coordinated search phase,
and an overconstrained resolution phase. In the paragraphs
that follow, we describe these phases of problem solving,
making reference to several message types and actions taken
in response to them. The interested reader can find a complete
set of messages and a description of the relevant message
handlers in [5]

Asynchronous Search Phase In this phase, an agent tries to
find a solution for its own p-goals. If a feasible solution for
all goals is found, then the negotiation terminates. If not, an
agent continues searching for solutions.

In doing this, an agent tries to select one of its subgoals
providing both of the following conditions hold:

« The induced exclusion set of this subgoal is not complete.
(When the induced exclusion set of the subgoal is com-
plete, the agents have complete information regarding the
interactions with this subgoal. Thus, there is no need to
try to gather more information regarding the subgoal.)

* Choice list acknowledgment has not been received. (When
the choice list acknowledgment has been received, agents
that have subgoals of the same global plan recognize the
global plan. Thus, even if the agent tried this subgoal,
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there would be no information added to the subgoals of
the same global plan in other agents.)

When an agent attempts to explore a subgoal for a second
time, it uses a retry message. With this type of message,
requested subgoals are selected and required resources are
allocated even if previously selected conflicting subgoals need
to be decommitted in order to release required resources. This
retry message can be viewed as invoking backtracking.

Once an acknowledgment of a choice list is returned, an
agent will not explore that possibility further. Eventually, then,
the choice lists of all the subgoals become complete.

If an agent with p-goals recognizes that all of its subgoals for
a particular p-goal have received choice list acknowledgment
and it has not reached a solution, the agent moves into the
next phase regarding this p-goal.

Coordinated Search Phase When an agent has updated
the choice lists of all the subgoals of its global plans and
still the goal exclusion set is not complete, it attempts
to make the goal exclusion set complete. This involves
a request-exclusion-set message. This message
requests that an agent obtain a complete goal exclusion set for
the relevant subgoal. Calculating the exclusion set may invoke
a request-choice-1ist message in order to obtain the
choice list of conflicting subgoals.

When the induced exclusion sets of subgoals regarding a
p-goal in an agent become complete, the agent transmits its
goal exclusion set to other relevant agents whose p-goal is
included in the goal exclusion set. When an agent receives
a complete goal exclusion set, it switches to the coordinated
search phase even if it is in the asynchronous search phase.
Since the goal exclusion set is not transmitted to all agents with
p-goals, but only to agents with relevant p-goals, it is possible
to limit the number of agents that move to the overconstrained
resolution phase. Thus, negotiation is conducted among only
those agents that have conflicting p-goals.

If all the goal exclusion sets become complete and no
solution has been found for a p-goal, an agent moves to the
overconstrained resolution phase.

Overconstrained Resolution Phase In this phase, agents
determine goals to be satisfied (if the problem is overcon-
strained), based upon nogood-goal lists. When the goals to be
satisfied are agreed upon, agents negotiate to determine which
global plan to use to satisfy goals using the induced exclusion
set information.

It is significant that this protocol does not require that
satisfaction of noninterfering goals be coordinated. Thus, it
is possible for some agents to be in the asynchronous search
phase while others are in the coordinated search phase and
still other agents are in the overconstrained resolution phase.

B. Example

The formalism and protocols that have been developed in
this paper are complex. This complexity arises because the sets
of interactions that occur are not simple and the distributed
search is carried out in an asynchronous and incremental
fashion. In this section, we illustrate the activity that occurs
as multistage negotiation proceeds. For this purpose, we again
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consider Example 1. In this example, there are two goals, gl
and ¢2. Goal g1 has two global plans, p; ; and p; 2, and goal
92 has three global plans, p2 1, p2,2, and ps 3. Thus, there are
six possible combinations:

P11 — P21 P11 — P22
P12 — P21 P12 — P22

An abstracted trace of the multistage negotiation process is
given in the following paragraphs. This trace is intended to
provide an overall view of the incremental problem solving
process and a sense of how each phase proceeds. For sim-
plicity, the trace involves an example in which each subgoal
has only one plan fragment. Thus, the local interactions
among subgoals are same as the local interactions among plan
fragments.

Suppose that p; 1} is tried first, and the resources required
for this global plan have been allocated. The following activity
ensues:

1) Asynchronous Search Phase:

a) Trying p2,1, p2,2 and pa 3.

Agent agent A2 tries to satisfy goal g2 and finds that
all the global plans for g2 are in conflict with p; ;. Using
a goal description, this can be written as

ag2 V a<gl, (A1 1 2)>

P11 —D23
P1,2 — P2,3-

since py,1 can be represented as <g1,(Al 1 2)>. At this
point, 1a, which is a part of p; 1, has received a choice
list acknowledgment.

Since py 1 is in conflict with tentatively committed
p1,1 in agent E, the choice list of 3f, which is at
the other end of ps;, has not been updated. Thus,
agent A2 has not received a choice list acknowledgment
regarding ps ;. Similarly, ps 2 and p2 3 are in conflict
with p; 1 in agent B, agent A2 has not received a choice
list acknowledgment regarding ps>»> and p2 3. Agent
agent A2 also knows that the induced exclusion sets of
its subgoals are not complete yet.

b) Retrying po ;.

Agent agent A2 tries 3a (which is a part of ps,)
again, because its induced exclusion set is not complete,
and it has not received the choice list acknowledgment.
This time agent A2 uses a retry message.

When the retry message reaches agent F, agent F
decommits the conflicting 1e, which is a part of p; 1, and
allocates the resources for 3e, which is a part of pj ;.
The decommitment of le is propagated to agent A1, and
agent Al knows that p; ; is not appropriate.

¢) Trying p1,2.

Agent agent Al tries to select another solution, p; o,
for g1. Subgoal 1a will not be tried again, because it has
received the choice list acknowledgment.

In agent D, p; » conflicts with po ;. Agent agent D
rejects the resource allocation of py 2, because pa; is
selected at this moment. Agent agent Al then recognizes
that p; o conflicts with ps ;.

Since py o is in conflict with tentatively committed
p2,1 inagent D, agent A1 has not yet received the choice
list acknowledgment.
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d) Retrying p; 2.

Since the induced exclusion set of 2a, which is a part
of py 2, is not complete and it has not received the choice
list acknowledgment, agent Al tries p; 2 again using a
retry message. This time agent D selects 2d, which
is a part of p; o, and it decommits 3d, which is a part
of pa,1.

Since the retry message concerning p; 2 reaches
agent F'1, agent Al eventually receives the choice list
acknowledgment regarding p; o. Now agent Al has re-
ceived the choice list acknowledgment for all the global
plans of gl.

¢) Retrying ps 2.

Since p2,; is decommitted, agent A2 retries pa -
Agent C decommits 2c, which is a part of p12, and
selects 4c, which is a part of ps o.

At this point, p2 2 is selected, and no global plan is
selected for g1. Since agent agent Al has received the
choice list acknowledgments for subgoals la and 2a, it
stops retrying and moves into the next phase concerning
gl.

2) Coordinated Search Phase:

Agent agent Al tries to make the goal exclusion set of g1
complete. The induced exclusion set of 1a is complete, but that
of 2a is not complete at this point. Thus, Agent agent A1 sends
a request-exclusion-set message concerning 2a to
agent B. agent B passes this message to agent C.

Having received the request-exclusion-set, agent C
calculates the local exclusion set of 2¢, which is a part of
p1,2. This is done by obtaining the choice list of conflicting
subgoals, 4¢ and 5c.

The choice list of 4c, which is a part of ps 2, is complete, but
the choice list of 5¢, which is a part of ps 3, is not complete.
Agent agent C sends a request-choice-1list message
to agents agent B and agent D in order to obtain the complete
choice list of 5¢. In reply to this message, agent B sends back
a choice list for 5¢, and the local exclusion set of 3¢ becomes
complete.

Since agent C has received the complete external exclusion
set from agent D concerning p; 2, the induced exclusion set of
2¢ becomes complete. Then, the newly obtained exclusion set
is propagated to agent A1 and the induced exclusion set of 2a
becomes complete. Now the goal exclusion set of g1 is com-
plete, and agent Al recognizes that g1 and g2 are in conflict.

Agent agent A1 sends its goal exclusion set to agent A2 and
both agents move into the overconstrained resolution phase.
3) Overconstrained Resolution Phase

Agent agent Al negotiates the goals to be satisfied with
agent A2. At this point, agent A2 has established a solution for
g2. If the agents agree to drop g1, then multistage negotiation
terminates. If they decide to drop g2, agent A2 decommits
pa2,2, and then agent Al tries to establish a solution for g1
selecting either p1,1 or pi .

In this way, either g1 or g2 can be solved.

C. Evaluation

The protocols that are described in this paper have been
implemented in Common Lisp, and experimental results have
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been collected for a variety of situations. In our experiments,
we have collected data that measures the amount of work
involved in each of the three phases of problem solving that
our protocol uses. The amount of message traffic generated
during a particular phase is a measure of two factors:

1) the amount of work that agents are doing as they carry
out the distributed search and resolve overconstrained
problems, and

2) the amount of communication overhead imposed by the
distributed protocol.

For these reasons, our discussion of experimental results is
focused on observations concerning interagent message traffic.

In sample runs involving the scenario found in Example
1, approximately 50% of the message traffic occurs during
the asynchronous search phase, with on the order of 42% of
the traffic in the coordinated search phase and the balance
during overconstrained resolution. This pattern of message
traffic occurs because the number of goals is small, and the
impact due to various conflicts is reasonably diffuse (for the
size of the problem). Thus, it takes several exchanges of
nonlocal impact knowledge for agents to understand that they
must coordinate their search. The coordinated search phase
takes slightly less work than the asynchronous search because
there are only two goals involved in this scenario and because
the number of other alternatives whose exploration must be
forced is not large. Because only two goals are involved in
the overconstrained situation, the number of messages needed
to resolve the problem is small.

A scenario involving indirect interactions results in a differ-
ent pattern of message traffic. In considering a typical situation
involving three goals, any two of which can be satisfied,
we note that the interactions that cause the problem to be
overconstrained can be indirect, so that agents are forced to
exchange goal exclusion sets. When this occurred in our exper-
iments, on the order of 28% of the messages were exchanged
during the asynchronous search phase, while approximately
48% occurred during the coordinated search and the remaining
24% during overconstrained resolution. Clearly, there is much
more effort required to detect that the problem is indeed
overconstrained and resolve the situation when the interactions
are indirect. The sets of intergoal constraints are more complex
and the coupling among agents due to these constraints is not
as tight.

It is difficult to accurately assess the sense in which the total
number of messages generated has meaning. Clearly, when
there is a larger number of global plans to explore, the volume
of message traffic is higher than in situations involving fewer
global plans. On the other hand when the problem is heavily
overconstrained, that is detected relatively quickly and the
distributed search space is pruned so that overhead is reduced.
Further work is needed to assess the effectiveness of these
protocols relative to others that have been developed [19],
[22].

A number of other questions can be raised about the
protocols presented in this paper. First, does it find a correct
solution? The answer is yes, in the following sense. Whenever
there is a solution that satisfies all of the system’s global goals,
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it will be found. On the other hand, when the problem is
overconstrained, the multistage negotiation protocol will detect
which goals are in conflict so that the agents can act to resolve
the conflict in appropriate domain dependent ways. Whether
or not the solution is optimal will depend on what measure
of optimality is used. If, for example, optimality is achieved
when a maximal number of global goals is satisfied, then
optimal solutions can be determined using our protocol. On
the other hand, if there are other cost functionals imposed on
the solutions to various goals, optimality cannot be guaranteed
by these protocols alone.

The issue of complexity is also of concern. It is our
experience that the complexity of problem solving in these
kinds of environments is directly dependent on the degree
of conflict among agents and also on the degree of “lo-
cality” that these conflicts exhibit. When the goal conflicts
are confined to a relatively small number of agents and
there are few indirect conflicts, any overconstrained situations
can be detected quickly. In circumstances involving large
numbers of partial conflicts or significant amounts of indirect
goal conflict, it takes longer for agents to learn about the
extent of the conflict that is present. In future work, we will
investigate a parameterized characterization of the protocol’s
complexity.

VII. CONCLUSION

The mechanisms presented in this paper allow agents, each
of which has incomplete knowledge about system resources
and awareness of only partial solutions to system problems,
to intelligently cooperate in solving complex distributed con-
straint satisfaction problems. In developing these protocols,
we have become aware that asynchronous distributed search
presents a very difficult set of problem solving issues that have
not been previously investigated. Because there is no global
view of the world resident at any agent, the set of indirect
constraints that are present in the overall system cannot be
easily assessed. A form of complex constraint propagation is
inherent in problem solving, and devising mechanisms that
permit agents to propagate these constraints properly is non-
trivial. Agents must be engaged in simultaneously determining
a solution to the overall problem and recognizing when parts of
the problem are overconstrained, and doing so without falling
into cycles of unproductive activity.

Our multistage negotiation protocol deals with these prob-
lems by structuring the process in three phases: an asyn-
chronous search phase, a coordinated search phase, and an
overconstrained resolution phase. Each of these phases re-
quires agents to handle goals in a progressively more coordi-
nated way, based upon aggregated evidence found in exclusion
sets. In the asynchronous search phase, which occurs first,
agents try to find solutions independently of other agents. The
coordinated search phase is entered when all the choices of an
agent with p-goals have been tried and an acceptable solution
has not been found. The overconstrained resolution phase, as
its name implies, is entered when an overconstrained situation
is recognized and goals need to be abandoned in order to
resolve the situation.
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It is certainly true that distributed constraint satisfaction
problems such as those described in this paper could be solved
by other systems (such as [22]). Unlike other approaches
to distributed constraint satisfaction, however, our strategy
makes conflict explicit. This makes it possible to reason
about conflict and apply conflict knowledge in determining
which constraints should be relaxed in overconstrained situ-
ations.
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